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THE QUANTUM ǫLECTRICAL HOPF ALGEBRA AND

CATEGORIFICATION OF FOCK SPACE

JONAS NEHME AND CATHARINA STROPPEL

Abstract. In this article we introduce a generalization of the Khovanov–
Lauda Rouquier algebras, the electric KLR algebras. These are superalgebras
which connect to super Brauer algebras in the same way as ordinary KLR-
algebras of type A connect to symmetric group algebras. As super Brauer
algebras are in Schur–Weyl duality with the periplectic Lie superalgebras, the
new algebras describe morphisms between refined translation functors for this
least understood family of classical Lie superalgebras with reductive even part.
The electric KLR algebras are different from quiver Hecke superalgebras intro-
duced by Kang–Kashiwara–Tsuchioka and do not categorify quantum groups.
We show that they categorify a quantum version of a type A electric Lie al-
gebra. The electrical Lie algebras arose from the study of electrical networks.
They recently appeared in the mathematical literature as Lie algebras of a
new kind of electric Lie groups introduced by Lam and Pylyavskyy. We give a
definition of a quantum electric algebra and realise it as a coideal subalgebra in
some quantum group. We finally prove several categorification theorems: most
prominently we use cyclotomic quotients of electric KLR algebras to categorify
higher level Fock spaces.
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Introduction

Background. Many diagrammatic algebras arise from the representation theory of
Lie algebras. The most prominent example being Schur–Weyl duality for the group
algebra of the symmetric group Sd (which is an example of a diagram algebra) and
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gl(n). Both act in the obvious way on W ⊗d for an n-dimensional vector space W
and centralize each other.

(1) gl(n)

�

W ⊗d

	 CSd

There are many more examples, for instance if we replace W ⊗d by mixed tensor
powers W ⊗d ⊗(W ∗)⊗d′

, we have to replace the right-hand side by the walled Brauer
algebra wBrd,d′. Moreover, for o(r) and sp(r), there exists a similar version with
the Brauer algebra on the right-hand side. All the above-mentioned examples share
that W ⊗d (resp. W ⊗d ⊗ (W ∗)⊗d′

) are semisimple and decompose as a bimodule
into irreducible modules.
There also exists many similar statements for non-semisimple examples, see e.g. [AST17,
§3] for some arising in a classical setting. An important rich source of further ex-
amples, see [Ser01], comes from replacing Lie algebras by Lie superalgebras, e.g. we
have the in general non-semisimple generalization of (1) from [BS12a],

gl(m|n)

�

W ⊗d ⊗ (W ∗)⊗d′

	 wBrd,d′ .

We refer to [Ser01], [BS12a], [DLZ18], [ES16] for more examples and details in
case of classical Lie (super)algebras and to [JK14] and [Moo03], [KT17], [Cou16],
[BDEA+20] for the so-called queer and periplectic Lie superalgebras respectively.
Another non-semisimple situation is provided by Higher Schur–Weyl duality

gl(n)

�

M(λ) ⊗ W ⊗d

	 Ad,

where M(λ) is a (possibly parabolic) Verma module of highest weight λ and CSd

gets replaced by (a cyclotomic quotient of) the degenerate affine Hecke algebra
Ad, see [AS98], [BK08] with its orthogonal and symplectic versions [ES18], [RS19].
These examples generalise to the corresponding super versions as well, even to the
queer and periplectic Lie superalgebras, [HKS11], [BDEA+20].
The connection to category O for the classical general linear, symplectic and orthog-
onal Lie algebras has a huge advantage. Namely, in [BGS96], it was shown, using
the geometry of mixed perverse sheaves, that category O for a semisimple complex
Lie algebra admits a Koszul grading. And this grading then induces a grading on
the centralizing algebra appearing in higher Schur–Weyl duality. For the queer and
periplectic Lie algebras such a connection to geometry is missing (and at least in
the periplectic case also not to expect).

Modern perspective. A more recent way to obtain this grading is by starting on
the opposite side of the duality: a grading is constructed directly on the involved
algebra Ad or at least on a completed version thereof, which induces then a grading
on the endomorphism algebra of the involved Lie theoretic object. In practice, this
is often done by refining the endofunctor _ ⊗ W by considering its generalised
eigenspaces with respect to the action of a Casimir operator (or equivalently a
commutative subalgebra generated by Jucys–Murphy type elements in the analog
of Ad). The refined endofunctors often satisfy interesting Serre type relations. This
lead to categorifications of Lie algebra or quantum group actions, see e.g. [Web17],
[Str23] for some examples.
In the case of gl(n), the graded version of the degenerate affine Hecke algebra Ad

is (strictly speaking after some completion) given by (a completion of) the KLR-
algebra Rd, which was introduced by Khovanov–Lauda and Rouquier in [KL09],
[Rou08]. The precise isomorphism theorems can be found in [Rou08], [BK09],
[KKK18].
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A main reason for introducing Rd in [KL09], [Rou08] was to categorify the positive
half of the quantum group for gl∞, i.e. by realizing it as the Grothendieck group
of C =

⊕

d≥0 Rd-proj, the categories of finitely generated projective Rd-modules.
By passing to cyclotomic quotients of Rd, one obtains categories on which C acts.
They categorify the action of Uq(n+) on the Fock space Fδ of semiinfinite wedges or
alternatively of partitions as defined in [LT96], [KMS95] [Ari02], as well as higher
level versions. We refer to [Mat15] for an overview.
On the other hand, a similar categorification result was obtained in [BS12b] in
different terms. By replacing C′ by finite dimensional representations of gl(m|n),
the authors categorified the tensor product ∧mV ⊛ ⊗ ∧nV of exterior powers of the
(dual) natural representation of the quantum group for gl∞, see also [Bru03].

Goal of the paper. We want to develop here a categorification story, similar to
both, the KLR construction [KL09], [Rou08] and the categorification from [BS12b]
using categories of representations of Lie super algebras, but now for the periplectic
Lie superalgebra p(n) instead of gl(m|n). The replacement of the quantum group
of gl∞ will be defined by the relations amongst the refined endomorphisms for p(n).
Recall that simple Lie superalgebras were classified by Kac in [Kac77]. To include
gl(m|n) we prefer to work instead with quasi-reductive Lie superalgebras i.e. with
reductive even parts, [Ser11]. The classical quasi-reductive Lie superalgebras are
then controlled by four infinite families. These are gl(m|n) and osp(r|2n) which are
direct super analogues of gl(m) and o(r) (resp. sp(2n)), the queer Lie superalgebra
q(n) and the periplectic Lie superalgebra p(n). We take a closer look at the latter
and develop a similar story as mentioned above. This completes, with [Neh25], the
treatment of all these classical quasi-reductive Lie superalgebras. For osp(r|2n) this
was done in [ES18], [ES17], [ES21], and for q(n) it is achieved in [Neh25].

The electric KLR algebras. The periplectic Lie superalgebra is the Lie super-
algebra preserving an odd non-degenerate bilinear form β on an (n|n)-dimensional
vector superspace W .
In this setting, the counterpart for Schur–Weyl duality is provided by the super
Brauer category sBR, [Moo03], [KT17], [Cou16], [BDEA+20].
The super Brauer category sBR is the C-linear strict monoidal supercategory gen-

erated by one object ∗ and odd morphisms ♭ = and ♭∗ = as well as the

even morphism s = subject to the relations

(s
∨∨

-1) = (s
∨∨

-2) = (s
∨∨

-3) = −

(s
∨∨

-4) = (s
∨∨

-5) − = =

The bilinear form β provides an isomorphism W ∼= ΠW ∗ and gives rise to an odd
superadjunction (_⊗W, _⊗W ). From (s

∨∨

-4) and (s
∨∨

-3) using (s
∨∨

-5) it is easy to
deduce the following additional relations (keeping in mind that ♭ and ♭∗ are odd).

(2) = (3) =
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Denoting by Fund(p(n)) the category with objects W ⊗d and all morphisms (not
necessarily degree preserving), there exists a full monoidal functor

(SW) SWn : sBR → Fund(p(n)),

see e.g. [Cou16, Theorem 8.3.1], [KT17]. Recently, also a web calculus was devel-
oped for tensor products of symmetric and exterior powers of W in [DKM24].
The degenerate affine version of sBR is the super V W -category introduced in
[BDEA+20]. It is the C-linear strict monoidal supercategory s

∨∨

generated by a

single object ∗ and morphisms ♭ = , ♭∗ = , s = as above and an ad-

ditional even morphism y = subject to the relations (s
∨∨

-1)–(s
∨∨

-4) together with

two additional relations:

(4) = + (5) = + +

The relations (4) and (s
∨∨

-5) imply then also the following relation

(6) = − .

In [BDEA+20], it was shown that there is a monoidal functor Ψn : s
∨∨

→ End(p(n) -mod)
from s

∨∨

to the category of endofunctors of p(n) -mod (the monoidal structure given
by composition of endofunctors).
We will introduce in Definition 3.7 the electric KLR category as a new analogue of
the KLR category from [KL09], [Rou08] and in Definition 3.8 an analogue of the
KLR algebra, that is a graded version sRε of s

∨∨

.

Cyclotomic quotients. As in the KLR setting above we also define and study

cyclotomic quotients: Given a polynomial p(x) =
∑l

i=0 δix
i with δi ∈ R the cy-

clotomic quotient s
∨∨

l
is the quotient of s

∨∨

by the right tensor ideal generated
by

(7)

n∑

i=0

ai · i .

Let Kar(s
∨∨

l
) be the Karoubian envelope of s

∨∨
l
. We then show for any charge vector

δ as in Notation 1.6 an isomorphism theorem for level ℓ cyclotomic quotients:

Theorem A (Theorem 4.6). There is a morphism of algebras Φ: sRl

ε → Kar(s
∨∨

l
).

It is an isomorphism after passing to the additive Karoubian envelopes.

The proof involves some further development of the combinatorics of multi-up-down-
tableaux from [Cou16]. The main byproduct is the construction of a triangular basis
which turns the algebras into graded based quasi-hereditary algebras, Theorem 4.14.
Then we can ask what the categories of projective modules categorify.

Quantum electric algebras. We determine the relations in the split Grothendieck
group of the projective modules for the electric KLR algebra in Proposition 6.17
and prove the Categorification Theorem 7.1 which, sloppily formulated, is:

Theorem B. The analogue of the positive half of the quantum group for gl∞ from
the KLR setting is, in the electric KLR setting, the quantum electric algebra elǫq.
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Electric Lie algebras arose from the study of electrical networks and the modelling
of their behaviour as pioneered by [Ken99]. Lam and Pylyavskyy introduced in
[LP15] what they call electrical Lie groups. These Lie groups, or more precisely
their nonnegative parts, act on the space of planar electrical networks via combina-
torial operations which were considered in [CIM98]. The corresponding electrical
Lie algebras are obtained by deforming the Serre relations of a semisimple Lie al-
gebra in a way suggested by the star-triangle transformation of electrical networks,
[Ken99]. So far these Lie groups and Lie algebras were mostly studied by physicists,
see e.g. [CY22], but recently also appeared in the mathematical literature, [LP15],
[Su14], [BGG24], [Geo24], [Lam24] to name just a few.
Quite unexpectedly, the type A electrical Lie group is isomorphic to the symplectic
group, [LP15]. This observation is the starting point for a connection to the periplec-
tic Lie superalgebras. As was observed by Serganova, based on [BDEA+19], the
refined translation functors Θi for the periplectic Lie algebras satisfy the defining
relations of a symplectic Lie algebra of infinite rank. So far however, any attempt
of quantising these relations to encode a grading/filtrations on the category failed.
The electric KLR algebras we introduced can be graded more or less in only two
ways, see Remark 3.6. This allows us to introduce, see also Remark 2.3, a quantum
version elǫq of the electric Lie algebra, see Definition 2.1, depending on a sign ǫ
reflecting the two possible choices of gradings.
We study basic properties of this quantum version. The existence of an obvious fil-
tration, Lemma 2.7, indicates that also categorified passing to an associated graded,
the ordinary KLR algebras and the electric KLR algebras become isomorphic after
forgetting the grading. This will be crucial in the proof of Theorem 7.1.
The interesting new feature is however this unusual grading and the slightly de-
formed Serre relations reminiscent of quantum symmetric pairs. Indeed, we con-
struct a quantum electric Hopf algebra Uq in Definition 2.22 and show the following:

Theorem C (see Theorem 2.25). The quantum electric algebra elǫq is a coideal
subalgebra of the quantum electric Hopf algebra Uq.

Fock spaces. We then define an analogue of the natural representation V and its
dual V ⊛ for Uq and its restriction to elǫq and introduce Fock spaces Fδ and dual Fock

spaces F
⊛

δ . These constructions are surprisingly involved. It is straight-forward to
define exterior products of V , and V ⊛ for Uq and elǫq, but these exterior products
have not a well-defined limit to semi-infinite wedge compatible with the action. By
working with a mix of two different comultiplications we finally obtain:

Theorem D (see Corollary 2.43). There is an electric Fock space Fδ, i.e. the space
of semiinfinite wedges can be equipped with an action of elǫq.

The generators of elǫq act (up to powers of q) via the usual combinatorics of adding
and removing boxes of partitions. Note however that the generators of the coideal
subalgebra in Theorem C are sums of creation and annihilation operators.

Categorification result. We finally prove several categorification results. In anal-
ogy to the ordinary KLR situation we show for the cyclotomic quotients given by
a charge vector δ as in Notation 1.6 the following result:

Theorem E (see Theorem 7.11). The categories sRl

ε(δ) of projective modules over
the cyclotomic quotient of level l categorify the level l Fock space Fδ,l. The action
of the electric algebra is given by an action of the electric KLR category.
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By passing to right modules we obtain a categorification of the dual Fock space
F

⊛
δ,l, see Theorem 7.12 together with a pairing between them. We categorify several

involutions, including a bar involution, which might be interesting on their own.
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Some preliminaries and notation. We denote by Sn the symmetric group of
order n!, generated by the simple transpositions s1 := (1, 2), . . . sn−1 := (n − 1, n).

Notation 0.1. We denote by R a subset of a commutative ring with unit 1 (there
is no harm to take for R the real numbers) such that for any r ∈ R, r + m1 ∈ R for
any m ∈ Z. For i, j ∈ R we say i − j ∈ Z if i − j ∈ Z1.

Definition 0.2. A standard subsequence of i = (i1, . . . , im) ∈ Rm is some j =
(ij , ij+1, . . . , ij+n−1) ∈ Rn obtained from i by taking a connected sequence of entries.
By an admissible permutation of i we mean a permutation of the entries which
involves only simple transpositions that swap entries a, b with a 6= b ± 1. By a
subsequence of i we mean any standard subsequence of an admissible permutation
of i. Moreover, i is braid avoiding if (a, a ± 1, a) is not a subsequence of i.

1. Combinatorics of multi-up-down-tableaux

1.1. Partitions and residues. Throughout this article we fix a charge δ ∈ R. A
partition λ is a sequence λ1 ≥ λ2 ≥ · · · ≥ · · · of weakly decreasing non-negative

integers. The length of λ is the maximal ℓ such that λℓ > 0. We call |λ| :=
∑ℓ

i=1 λi

the size of λ. We will not distinguish between λ and the finite sequence λ1 ≥ λ2 ≥
· · · ≥ λℓ. We also identify λ with its Young diagram built from |λ| boxes with λi

boxes (left-adjusted) in row i.
For every box = (r, c) in the Young diagram of λ, specified by its row r and its
column c, we define its charged content as cont( ) := δ + r − c.
We denote by Add(λ) and by Rem(λ) the set of boxes of λ that can be added
to respectively removed from λ such that the result is again a Young diagram.
These sets refine to the union of the sets Addi(λ) := { ∈ Add(λ) | cont( ) = i}
respectively Remi(λ) := { ∈ Rem(λ) | cont( ) = i} with i running through δ + Z.

If µ can be obtained from λ by adding a box we write λ → µ or λ −→ µ encoding

additionally the box which was added. We also write in this case λ
−
−−→ µ, i.e. µ

is obtained by removing from λ. We moreover use the notation λ ⊕ for µ and
µ ⊖ for λ. The abbreviation λ ↔ µ means λ → µ or µ → λ.
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Next, we extend the notion of charged contents to treat box addition and box

removal λ −→ µ for = ± = ±(r, c) in parallel. We introduce two different
extensions, the residue res( ) and the dual residue res⊛( ) of as follows:

(8)

res( ) = res(λ −→ µ) :=

{

δ + c − r if = (r, c),

δ + c − r + 1 if = −(r, c),

res⊛( ) = res⊛(λ −→ µ) :=

{

δ + c − r if = (r, c),

δ + c − r − 1 if = −(r, c).

An up-down-tableau of length k is a sequence (t0, t1, . . . , tk) of partitions such that
|t0| = 0 and ti ↔ ti+1. The shape Shape(t) of t is tk. To each up-down-tableau
we can associate the two residue sequences i := it := (res( 1), . . . , res( k)) and

i⊛ := i⊛t := (res⊛( 1), . . . , res⊛( k)), where ti
i−→ ti+1. If ti+1 = ti ⊕ i, then

i = i and res( i) = cont( i) = res⊛( i). Thus, we recover the charged contents.

1.2. Combinatorics of multipartitions. We now consider multi-partitions and
multi-up-down-tableaux. These are straightforward generalizations obtained by
replacing every partition by a tuple of partitions. Namely, an l-multi-partition is
an l-tuple λ = (λ1, . . . , λl) of partitions λi. We identify λ with the corresponding
tuple of Young diagrams and call |λ| =

∑n
i=1|λi| the size of λ. The set of all

l-multi-partitions is denoted Parl. We identify Par1 with the set Par of partitions.
Every box = (r, c, k) in the Young diagram of λ ∈ Parl has now a third coordinate
k that indexes the component λk, 1 ≤ k ≤ l containing .
To distinguish the components of a multi-partition, we use a charge sequence
δ(∞) ∈ RN. It determines a charge vector δ := δ(l) := (δ1, . . . , δl) ∈ Rl for

any fixed l ∈ N. For λ ∈ Parl we define the charged content of a box = (r, c, k) as
cont( ) := δk + r − c. We denote by Add(λ) and Rem(λ) the set of boxes that can
be added to respectively removed from λ. As for partitions, these sets are the union
of the sets Addi(λ) (and of Remi(λ)) of addable (respectively removable) boxes of
charged content i ∈ R.

Remark 1.1. Note that if δi − δj /∈ Z1 ⊆ R for all i 6= j, then the charged content

of a box (r, c, k) in λ ∈ Parl uniquely determines this component.

We again use the arrow notation λ −→ µ if µ can be obtained from λ by adding

or removing a box . If = = (r, c, k), we have λk (r,c)
−−−→ µk and λi = µi for

i 6= k. We also extend the notion of (dual) residues involving boxes = (r, c, k) in

λ ∈ Parl:

(9)

res( ) :=

{

δk + c − r if = (r, c, k),

δk + c − r + 1 if = −(r, c, k),

res⊛( ) :=

{

δk + c − r if = (r, c, k),

δk + c − r − 1 if = −(r, c, k).

Obviously l = 1, δ1 = δ recovers the case (8) of partitions.

Notation 1.2. An l-multi-up-down-tableau t of length m is a sequence (t0, t1, . . . , tm)
of l-multi-partitions ti such that t0 has size |t0| = 0 and ti ↔ ti+1. We call tm the
shape Shape(t) of t. By t|n for n < m we denote the l-multi-up-down-tableau
(t0, t1, . . . , tn) of length n which is the restriction to the first n + 1 multi-partitions.
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We can draw an l-multi-up-down-tableau by drawing the tuple of Young diagrams
of the partitions and arrows between consecutive l-multi-partitions. Observe, that
any l-multi-up-down-tableau t necessarily has t0 = (∅, . . . , ∅).
As above, we associate to t two residue sequences i = (res( 1), . . . , res( m)) and

i⊛ = (res⊛( 1), . . . , res⊛( m)) if ti
i−→ ti+1.

Notation 1.3. Denote by T ud,l
m (λ) the set of all l-multi-up-down-tableaux of shape

λ and length m, and by T ud,l (resp. T ud,l
m , T ud,l(λ)) the set of l-multi-up-down-

tableaux (of fixed length m and of fixed shape λ). For each l-multi-partition λ
there exists the canonical up-down-tableaux tλ of shape λ which is obtained by first
adding the boxes for λl row by row, then the boxes of λl−1 row by row, and so on.

Example 1.4. Here is an example of λ ∈ Par2 its tλ and the charged contents:

λ =

(

,

)

tλ =

(
5 6 7

8 9
,

1 2

3 4

)



δ1 δ1+1δ1+2

δ1−1 δ1

,
δ2 δ2+1

δ2−1 δ2



 .

Definition 1.5. Define a partial ordering on Parl by setting λ > µ if |λ| < |µ|.

Notation 1.6. For the remainder of the article we fix a charge sequence δ∞ ∈ RN

(with charge vectors δ(l)) which is generic that is δi − δj /∈ Z1 ⊆ R for all i 6= j.

2. The quantum ǫlectrical algebras and their Fock spaces

We fix now on as ground field Q(q), the field of rational functions over Q in a variable
q with its Q-algebra involution given by q 7→ q := q−1. The quantum integer [m]

for m ∈ Z is the polynomial [m] = qm−q−m

q−q1 = qm−1 + qm−3 · · · + q1−m ∈ Q(q).

2.1. The quantum ǫlectrical algebras elǫq. We next define a main player, the
quantum ǫlectrical (or short q-ǫlectrical) algebras.

Definition 2.1. Let ǫ ∈ {±1}. We define the corresponding q-ǫlectrical algebra elǫq
to be the algebra generated by Ei, for i ∈ Z, subject to the relations

EiEj = qbij EjEi if |i − j| > 1,(ǫl-1)

q3E2
i Ei+1 − [2]EiEi+1Ei + q−3Ei+1E2

i = −qǫ[2]Ei,(ǫl-2)

q−3E2
i Ei−1 − [2]EiEi−1Ei + q3Ei−1E2

i = −qǫ[2]Ei,(ǫl-3)

where bij =

{

−2 if j = i, i + 1,

4 · sgn(j − i)(−1)j−i otherwise.

Remark 2.2. The bi,j are shift invariant, i.e. bi,j = bi+1,j+1 and also bi−1,j = bj,i.
Moreover, we have bj,i = −bi,j if |i − j| > 1.

Remark 2.3. The q-ǫlectrical algebras elǫq should be seen as an analogue of a
special example of an electric Lie algebra as defined e.g. in [BGG24]. In informal
discussions with Azat Gainutdinov and Vassily Gorbounov we were informed that
they are also working on quantum versions. Our example should arise as a special
example of their construction.

Next, we define the bar involution and shift isomorphism connecting elǫq and elǫq−1 .
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Lemma 2.4 (Bar involution). There exists a unique q-antilinear isomorphism

: elǫq → elǫq−1 , Ei = Ei

of Q-algebras. Here, q-antilinear means fE = f · E for any f ∈ Q(q), E ∈ elǫq.

Proof. Clearly, it suffices to show that the assignments are compatible with the
defining relations of elǫq, since then the statements follow from the definitions.
For 1 ≤ i, j ≤ n with |i − j| > 1 (such that the expressions make sense) we have

EiEj = EiEj = q−bij EjEi = q−bij EjEi = qbij EjEi,

q3E2
i Ei+1 − [2]EiEi+1Ei + q−3Ei+1E2

i =q−3E2
i Ei+1 − [2]EiEi+1Ei + q3Ei+1E2

i

= − q−ǫ[2]Ei = −qǫ[2]Ei,

q−3E2
i Ei−1 − [2]EiEi−1Ei + q3Ei−1E2

i =q3E2
i Ei−1 − [2]EiEi−1Ei + q−3Ei−1E2

i

= − q−ǫ[2]Ei = −qǫ[2]Ei.

Thus, we obtain a well-defined antilinear algebra homomorphism elǫq → elǫq−1 . ®

Lemma 2.5 (Shift isomorphism). There exists a unique Q(q)-algebra anti-isomorphism

σ : elǫq−1 → elǫq, σ(Ei) = q−ǫEi+1.

Proof. Since the Ei are algebra generators of elǫq−1 , there is at most one such anti-
homomorphism which is then also an isomorphism, since σ′ : elǫq → elǫq−1 , Ei 7→
qǫEi−1 provides an inverse to σ. We however need to verify well-definedness, that
is the compatibility with the defining relations of elǫq and elǫq−1 .
To see (ǫl-1) we calculate for |i − j| > 1 using Remark 2.2,

σ(EiEj) = q−2ǫEj+1Ei+1 = q−2ǫ+bj+1,i+1 Ei+1Ej+1 = σ(q−bi,j EjEi) = qbi,j σ(EjEi).

To see (ǫl-2) let j = i + 1 and calculate

σ(q−3E2
i Ej − [2]EiEjEi + q3EjE2

i ) = q−3ǫ(q−3Ej+1E2
i+1 − [2]Ei+1Ej+1Ei+1 + q3E2

i+1Ej+1)

= − q−2ǫ[2]Ei+1 = σ(−q−ǫ[2]Ei).

To see (ǫl-3) let j = i − 1 and calculate

σ(q3E2
i Ej − [2]EiEjEi + q−3EjE2

i ) = q−3ǫ(q3Ej+1E2
i+1 − [2]Ei+1Ej+1Ei+1 + q−3E2

i+1Ej+1)

= − q−2ǫ[2]Ei+1 = σ(−q−ǫ[2]Ei).

Therefore, the assignments give a well-defined q-linear anti-isomorphism σ. ®

Lemma 2.6. There exists a unique isomorphism of Q(q)-algebras

τ : elǫq → elǫq−1 , τ(Ei) = E−i.

Proof. This is obvious from the definition. ®

2.2. The associated graded of the electric algebras. The algebra elǫq becomes
filtered by putting the monomials Ei1 · · · Eik

in degree k. We directly obtain:

Lemma 2.7. The associated graded algebra gr elǫq of elǫq is the algebra with genera-
tors Ei, i ∈ Z, and relations

EiEj = qbij EjEi if |i − j| > 1,

q3E2
i Ei+1 − [2]EiEi+1Ei + q−3Ei+1E2

i = 0,

q−3E2
i Ei−1 − [2]EiEi−1Ei + q3Ei−1E2

i = 0.

(10)
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We obtain a basis for elǫq (resembling a quantum group basis at q = 0 from [Rei01]):

Corollary 2.8. The subalgebra of elǫq generated by Ei, 1 ≤ i − a ≤ n − 1, has basis

Em1
a+1(Ea+2Ea+1)m2 Em3

a+2(Ea+3Ea+2Ea+1)m4 (Ea+3Ea+2)m5 Em6
a+3 · · · EmN

a+n−1.

Here, a ∈ Z, n ∈ N are fixed arbitrarily and mi ∈ N0, N = (n−1)n

2 .

Proof. For a = 0, the corresponding polynomials (in the usual generators Ei) form
a basis of its positive part of the quantum group Uq(sln), see [Rin96, Theorem 2],
[Jan96, 8.21]. The result then follows from the definitions and Lemma 2.7. ®

2.3. The quantum electric Hopf algebra Uq. The goal of this section is to
realise the q-ǫlectric algebras as coideal subalgebras of some Hopf algebra which
is reminiscent of a quantised universal enveloping algebra. We define this Hopf
algebra using a quantum double construction from a pairing between two Hopf
algebras U+

q and U+
q . We start by defining the ingredients of the construction.

Definition 2.9. Consider the free Z-module hZ with basis ei, i ∈ Z and, via
pointwise addition, the Z-module X := HomZ(hZ,Z). Let 〈_, _〉 : X ⊗Z hZ → Z be
the evaluation. We write α∨

i ∈ hZ for the element ei+1 − ei and denote by εi the
dual element to ei and set αi := εi+1 − εi. In particular, the αi (and α∨

i ) form the
(dual) roots of a root system of type A∞. Furthermore, let βi ∈ X be defined by

(11) 〈βi, ej〉 =







(−1)i2 if j = i,

(−1)i4 if (−1)jj > (−1)ji,

0 otherwise.

Finally, we define for i ∈ Z, γi ∈ X by 〈γi, ej〉 = −〈βi+1, ej〉, that is γi = −βi+1.

Notation 2.10. We denote by X fsupp ⊆ X the set of all λ ∈ X with finite support,
i.e. 〈λ, ej〉 6= 0 for only finitely many j. (Note that βi, γi /∈ X fsupp, αi ∈ X fsupp.)

Lemma 2.11. For i, j ∈ Z we have 〈βi, α∨
j 〉 = bji, 〈γi, α∨

j 〉 = −bij and bj,i+1 = bi,j.

Proof. This follows by plugging in the definitions. ®

Definition 2.12. Define the algebra U−
q as the Q(q)-algebra generated by Fi for

i ∈ Z and by Kλ for λ ∈ X , subject to the relations

KλKµ = Kλ+µ,(1−)

K0 = 1,(2−)

KλFi = q−〈λ,α∨
i 〉FiKλ,(3−)

FiFj = qbij FjFi if |i − j| > 1,(4−)

q3F 2
i Fi+1 − [2]FiFi+1Fi + q−3Fi+1F 2

i = 0,(5−)

q−3F 2
i Fi−1 − [2]FiFi−1Fi + q3Fi−1F 2

i = 0.(6−)

Lemma 2.13. The following assignments define (anti-)algebra homomorphism

∆: U−
q → U−

q ⊗ U−
q ε : U−

q → Q(q) S : U−
q → U−

q

Fi 7→ Fi ⊗ Kβi
+ 1 ⊗ Fi, Fi 7→ 0, Fi 7→ −FiK−βi

,

Kλ 7→ Kλ ⊗ Kλ, Kλ 7→ 1, Kλ 7→ K−λ,

which endow U−
q with the structure of a Hopf algebra.

Proof. The proof is a standard calculation. For details see Appendix A.1. ®

In analogy to the universal enveloping algebra of a finite dimensional simple complex
Lie algebra we call U−

q the negative Borel part, and define a positive Borel part U+
q :
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Definition 2.14. Define the algebra U+
q as the Q(q)-algebra generated by Ei and

Kλ for i ∈ Z and λ ∈ X subject to the relations

KλKµ = Kλ+µ,(1+)

K0 = 1,(2+)

KλEi = q〈λ,α∨
i 〉EiKλ,(3+)

EiEj = qbij EjEi if |i − j| > 1,(4+)

q3E2
i Ei+1 − [2]EiEi+1Ei + q−3Ei+1E2

i = 0,(5+)

q−3E2
i Ei−1 − [2]EiEi−1Ei + q3Ei−1E2

i = 0.(6+)

Not very surprisingly, the positive Borel can also be turned into a Hopf algebra:

Lemma 2.15. The following assignments define (anti-)algebra homomorphism

∆: U+
q → U+

q ⊗ U+
q ε : U+

q → Q(q) S : U+
q → U+

q

Ei 7→ Kαi
⊗ Ei + Ei ⊗ Kαi−γi

Ei 7→ 0 Ei 7→ −K−αi
EiKγi−αi

Kλ 7→ Kλ ⊗ Kλ Kλ 7→ 1 Kλ 7→ K−λ

which endow U+
q with the structure of a Hopf algebra.

Proof. The proof is totally analogous to the one of Lemma 2.13. ®

Remark 2.16. The slight asymmetry between U−
q and U+

q is chosen on purpose
and motivated by the categorification results obtained later. It encodes the extra
data, namely the bi,j , appearing in the definition of elǫq via Lemma 2.11. A rescaling
of Ei by K−αi

would indeed provide formulas similar to those for the Fi’s.

Both, in U−
q and in U+

q , the Kλ for λ ∈ X generate a commutative subalgebra U0

which is a Hopf subalgebra. We call these the Cartan parts of U−
q and U+

q .

Remark 2.17. The Cartan parts have basis Kλ, λ ∈ X and multiplication as in
(1+). For simplicity, we write U−

q and U+
q instead of more suggestively U≥

q and U≤
q .

We now want to construct from U−
q and U+

q a Hopf algebra via the usual Drinfeld
double construction, see e.g. [Kas95, IX.4] for the general concept.
Fix now a bilinear pairing (_, _): X × X → Z such that for all i ∈ Z we have
(βi, µ) = −〈µ, α∨

i 〉 and (λ, γi) = 〈λ, α∨
i 〉. Note for this that (βi, γj) = −〈γj , α∨

i 〉 =
bji is consistent with (βi, γi) = 〈βi, α∨

j 〉 = bji by Lemma 2.11.

Proposition 2.18. There exists a unique Hopf pairing

〈_, _〉 : U−
q ⊗ U+

q → Q(q)

such that for all i, j ∈ Z and λ, µ ∈ X the following holds:

〈Kλ, Kµ〉 = q(λ,µ), 〈Fi, Kµ〉 = 0, 〈Fi, Ej〉 = δij

1

q − q−1
, 〈Kλ, Ej〉 = 0.

Proof. We need to verify that 〈_, _〉 extends uniquely to a pairing which satisfies
the Hopf pairing conditions

(i) 〈a, 1〉 = ε(a) and 〈1, b〉 = ε(b) for all a ∈ U−
q and b ∈ U+

q .

(ii) 〈aa′, b〉 = 〈a ⊗ a′, ∆op(b)〉 for all a, a′ ∈ U−
q and b ∈ U+

q .

(iii) 〈a, bb′〉 = 〈∆(a), b ⊗ b′〉 for all a ∈ U−
q and b, b′ ∈ U+

q .

(iv) 〈S(a), b〉 = 〈a, S−1(b)〉 for all a ∈ U−
q and b ∈ U+

q .

The proof is analogous to [Lus10, 1.2], see also [Xia97, Prop. 2.9.3, Prop 2.9.4] for a
summary. If one uses (in the notation of the latter) the slightly adjusted functionals

ξi(KλΘ−
i ) = q(λ,α)−〈λ,α̌i 〉

q−q−1 , Tµ(Kλ) = q(λ,µ), the arguments can be copied. ®
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This Hopf pairing endows U−
q ⊗ U+

q with the structure of a Hopf algebra, see
e.g. [Jos95, §3.2] for the construction and [Xia97, Prop. 2.4] for the explicit formulas:

Corollary 2.19. There is a unique Hopf algebra structure on U−
q ⊗ U+

q such that

U−
q and U+

q are Hopf subalgebras via the canonical embeddings and

(a) the multiplication in Sweedler notation is given by

(12) (a ⊗ b)(a′ ⊗ b′) =
∑

(a′),(b)

〈S−1(a′
(1)), b(1)〉aa′

(2) ⊗ b(2)b
′〈a′

(3), b(3)〉,

(b) the comultiplication is given by ∆(a ⊗ b) =
∑

(a),(b) a(1) ⊗ b(1) ⊗ a(2) ⊗ b(2)

with counit ε(a ⊗ b) = ε(a)ε(b), and
(c) the antipode is S(a ⊗ b) = (1 ⊗ S(b))(S(a) ⊗ 1).

Remark 2.20. In U−
q ⊗ U+

q , the product (1 ⊗ Ei)(Fj ⊗ 1) is by (12) equal to

〈S−1(Fj), Ei〉Kβj
⊗ Kαi−βj

〈Kβj
, Kαi−βj

〉 + 〈S−1(Fj), Kαi
〉Kβj

⊗ Ei〈Kβj
, Kαi−βj

〉

+〈S−1(Fj), Kαi
〉Kβj

⊗ Kαi
〈Kβj

, Ei〉 + 〈S−1(1), Ei〉Fj ⊗ Kαi−γi
〈Kβj

, Kαi−γi
〉

+〈S−1(1), Kαi
〉Fj ⊗ Ei〈Kβj

, Kαi−γi
〉 + 〈S−1(1), Kαi

〉Fj ⊗ Kαi
〈Kβj

, Ei〉

+〈S−1(1), Ei〉1 ⊗ Kαi−γi
〈Fj , Kαi−γi

〉 + 〈S−1(1), Kαi
〉1 ⊗ Ei〈Fj , Kαi−γi

〉

+〈S−1(1), Kαi
〉1 ⊗ Kαi

〈Fj , Ei〉

= q〈βj−αi,α∨
j 〉Fj ⊗ Ei + δij

1

q − q−1
1 ⊗ Kαi

+ q〈βj−αi,α∨
j 〉〈−K−βj

Fj , Ei〉Kβj
⊗ Kαi−βj

,

since the other summands vanish. Now the last summand can be simplified using

〈−K−βj
Fj , Ei〉 = −〈K−βj

, Kαi−βj
〉〈Fj , Ei〉 = − q

(−βj ,αi−γi)

q−q−1 = − q
〈αi−γi,α∨

j
〉

q−q−1 .

Altogether, (1 ⊗ Ei)(Fj ⊗ 1) = q〈βj−αi,α∨
j 〉Fj ⊗ Ei + δij

1⊗Kαi
−Kβi

⊗Kαi−βj

q−q−1 .

In analogy to the universal enveloping algebra of a simple complex Lie algebra we
like to identify the Cartan parts U0, see Remark 2.17, from the two Borel parts.

Proposition 2.21. The maps m, ∆, ε, S defining the Hopf algebra structure on
U−

q ⊗ U+
q are U0-balanced. Thus, U−

q ⊗U0 U+
q inherits a Hopf algebra structure.

Proof. This is proven in Appendix A.2. ®

Definition 2.22. We call Uq := U−
q ⊗U0 U+

q the quantum electrical Hopf algebra.

Notation 2.23. From now on, we will write Fi (respectively Ei) for the element
Fi ⊗ 1 (respectively 1 ⊗ Ei) in Uq. We also write Kλ for Kλ ⊗ 1 = 1 ⊗ Kλ in Uq.

The quantum ǫlectical Hopf algebra is very similar to the quantised universal en-
veloping algebra of slZ / type A∞ (of adjoint type in the sense of [Jan96, 4.5]):

Corollary 2.24. The quantum electrical Hopf algebra Uq has as algebra a presen-
tation with generators Ei, Fi for i ∈ Z and Kλ for λ ∈ X subject to the relations

KλKµ = Kλ+µ, K0 = 1,(U-1)

KλFi = q−〈λ,α∨
i 〉FiKλ, KλEi = q〈λ,α∨

i 〉EiKλ(U-2)

[Ei, Fj ]βij
= δij

Kαi
− K−αi

q − q−1
,(U-3)
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FiFj = qbij FjFi if |i − j| > 1,

q3F 2
i Fi+1 − [2]FiFi+1Fi + q−3Fi+1F 2

i = 0,

q−3F 2
i Fi−1 − [2]FiFi−1Fi + q3Fi−1F 2

i = 0,

(U-4)

EiEj = qbij EjEi if |i − j| > 1,

q3E2
i Ei+1 − [2]EiEi+1Ei + q−3Ei+1E2

i = 0,

q−3E2
i Ei−1 − [2]EiEi−1Ei + q3Ei−1E2

i = 0,

(U-5)

where [Ei, Fj ]βij
denotes the q-commutator EiFj −qβij FjEi and βij = 〈γi −αi, α∨

j 〉.
Spelling out βij explicitly, we have

(13) βij =







0 if i = j,

3(j − i) if |i − j| = 1,

−4 · sgn(j − i)(−1)j−i otherwise.

The Hopf algebra structure is given by Lemma 2.13 and Lemma 2.15.

Proof. The relations (U-1)–(U-2), (U-4)–(U-5) hold by definition of Uq and (U-3)
follows from Remark 2.20 noting that αi + βi − γi = −αi by Lemma 2.11 and (11).
The given relations suffice by comparision with Uq(slZ): one obtains a PBW-type
basis for Uq from compatible PBW-type bases of U+

q and U−
q via Definition 2.22.

®

2.4. Realization of the q-ǫlectric algebra as a coideal. The quantum electrical
Hopf algebra allows treating elǫq in a more conceptual way as coideal in Uq:

Theorem 2.25 (Coideal realisation). The q-ǫlectric algebra elǫq embeds into the

quantum electrical Hopf algebra Uq as a right coideal via Ei 7→ Fi +qǫ−1Ei−1K−αi−1 .

Proof. In Appendix A.3 we show that the assignment provides a well-defined alge-
bra homomorphism j which is moreover injective. It remains to show that its image
C := im(j) is in fact a right coideal. We have

∆(j(Ei+1)) = ∆(Fi+1 + qǫ−1EiK−αi
)

= Fi+1 ⊗ Kβi+1 + 1 ⊗ Fi+1 + qǫ−1 ⊗ EiK−αi
+ qǫ−1EiK−αi

⊗ K−γi
.

Since βi+1 = −γi, we obtain

∆(j(Ei+1)) = j(1) ⊗ j(Ei+1) + j(Ei+1) ⊗ Kβi+1 ∈ C ⊗ Uq.

This shows that C is a right coideal in Uq and finishes the proof. ®

Notation 2.26. From now on we identify elǫq with its image in Uq and thus view
it as coideal subalgebra of Uq with ∆(Ei) = 1 ⊗ Ei + Ei ⊗ Kβi

.

2.5. (Dual) Natural representation of Uq and their exterior powers. The
Hopf algebra Uq is another quantization of the universal enveloping algebra of slZ.
In analogy to slZ we define a natural representation V = Q(q)Z of Uq.

Proposition 2.27. Let V = Q(q)Z with basis vi, i ∈ Z. Then there exists a
well-defined right action of Uq on V given, for i, j ∈ Z and λ ∈ X, by

vjFi = δijvj+1, vjEi = δi+1,jvj−1, vjKλ = q〈λ,ej〉vj .
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Proof. The relation (U-1) is immediate, and (U-2) follows directly from the defi-
nition of α∨

j . For (U-4) and (U-5) both sides act by 0, hence these relations are
satisfied. It remains to check the compatibility with (U-3). If i 6= j, then both sides
act by 0. Otherwise, we have vk[Ei, Fi]βii

= vkEiFi − vkFiEi = δk,i+1vi+1 − δkivi,

which equals vk
Kαi

−K−αi

q−q−1 = vk
q〈αi,ek〉−q−〈αi,ek〉

q−q−1 , because αi = εi+1 − εi. ®

Definition 2.28. Let V ⊛ be the (restricted) dual vector space of V , i.e. the vec-
tor space with basis vi ∈ Homk(V, k), where vi(vj) := δij . The right Uq-module
structure on V defines a left Uq-module structure on V ⊛. In formulas, it is given
by

Fiv
j = δi+1,jvi, Eiv

j = δijvi+1, vjKλ = q〈λ,ej 〉vj .

Define a q-bilinear pairing (_, _): V ⊛ ⊗ V → Q(q) by (vi, vj) = δij .

Lemma 2.29. The bilinear pairing satisfies (wu, v) = (w, vσ(u)) for all w ∈ V ⊛,
v ∈ V and u ∈ elǫq−1 with σ as in Lemma 2.5.

Proof. It is enough to consider v = vl, w = vk, u = Ei for any l, k, i. We com-
pute (vlEi, vk) = (δ(i+2)lq

−ǫvi+1 + δilv
i+1, vk) = δ(i+1)k(q−ǫδ(i+2)l + δil). On the

other hand (vl, vkσ(Ei)) = q−ǫ(vl, vkEi+1) = q−ǫ(δk(i+1)(v
l, vi+2)+qǫδk(i+1)(v

l, vi)).

Since the latter equals q−ǫδk(i+1)δl(i+2) + δk(i+1)δli the assertion follows. ®

We next define an alternative comultiplication on Uq:

Definition 2.30. Given λ ∈ X let λ′ ∈ X such that 〈λ′, ej〉 = 〈λ, ej+1〉. Define
the algebra isomorphism

shift : Uq → Uq, Fi 7→ Fi+1, Ei 7→ Ei+1, Kλ 7→ Kλ′ .

Let ∆′ := (shift ⊗ shift) ∆ shift−1 be the induced comultiplication, cf. [Jan96, 7.2].

Remark 2.31. We have ∆′ = (shift−1 ⊗shift−1)∆shift as 〈βi−1, ej〉 = 〈βi+1, ej+1〉.

Notation 2.32. Definition 2.30 defines a second monoidal structure on the category
of Uq-modules, cf. [Jan96, 3.8]. To keep track of the tensor products we use the
symbol ⊗ for the usual tensor product of vector spaces and ⊙1 and ⊙2 for the
tensor product of Uq-modules with the action given by ∆ and ∆′ respectively. The
notation M ⊙ N means that ⊙ can be ⊙1 or ⊙2.

We will use mixed tensor products involving ⊙1 and ⊙2.

Definition 2.33. Given a Uq-module M and d = (l1, . . . , ld−1) ∈ {1, 2}d−1, we
define the corresponding mixed tensor product of M as M⊙d := M ⊙l1 · · · ⊙ld−1

M .

Warning 2.34. When writing mixed tensor products, we have to be careful with
the bracketings, since e.g. (M ⊙1 N) ⊙2 P ≇ M ⊙1 (N ⊙2 P ) in general. If in the
following we suppress the bracketing in mixed tensor products, we will implicitly
always assume that the bracketing is left adjusted, e.g. M ⊙1 N ⊙2 P := (M ⊙1

N) ⊙2 P .

Next, we analyze the Uq-linear endomorphisms of (mixed) tensor powers of V and
V ⊛. In analogy to Uq(slZ), we expect to find a Hecke algebra action.
Recall the Hecke algebra Hd, which is the Q(q)-algebra generated by H1, . . . , Hd−1

subject to the relations

(14)
H2

i = 1 + (q−1 − q)Hi

HiHj = HjHi if |i − j| > 1, HiHi+1Hi = Hi+1HiHi+1.
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Given a Q(q)-vector space W and a linear endomorphism φ of W ⊗ W , define the

endomorphisms φi := id⊗(i−1) ⊗φ ⊗ id⊗(d−i−1) of W ⊗d for i = 1, . . . , d − 1. Then φ
satisfies the Hecke relations if (14) hold with Hi replaced by φi.

Proposition 2.35. Consider the natural right Uq-module V . The linear map

H : V ⊙ V → V ⊙ V, vi ⊙ vj 7→ aijvj ⊙ vi + δi<j(q−1 − q)vi ⊙ vj ,

is Uq-linear and satisfies the Hecke relations, where for ⊙ = ⊙l we set

aij =







q3 if i ≥ j, i − l odd, j − l even,

q−1 if i ≥ j, otherwise,

q−3 if i < j, i − l even, j − l odd,

q if i < j, otherwise.

Proof. This follows by straight-forward calculations, see Appendix A.4, noting that

®(15) aii = q−1 and aijaji = 1 for any i 6= j.

There is no reason to prefer V to V ⊛. Analogously to Proposition 2.35 we obtain:

Proposition 2.36. The linear map

H⊛ : V ⊛ ⊙ V ⊛ → V ⊛ ⊙ V ⊛, vi ⊙ vj 7→ ajiv
j ⊙ vi + δi<j(q−1 − q)vi ⊙ vj ,

is Uq-linear and satisfies the Hecke relations, with aij as in Proposition 2.35.

Remark 2.37. As a consequence of Propositions 2.35 and 2.36 we obtain a (left)
action of Hd on any d-fold mixed tensor product V ⊙d of V by Uq-module homo-
morphisms commuting with the (right) Uq-action. With our implicit bracketing
convention we have for instance vi ⊙1 vj ⊙2 vk := (vi ⊙1 vj) ⊙2 vk. Then Fi acts as
Fi ⊗ Kβi

⊗ Kβ′
i−1

+ 1 ⊗ Fi ⊗ Kβ′
i−1

+ 1 ⊗ 1 ⊗ Fi. This commutes with the Hd-action.

Remark 2.38. One can even check that the Hecke algebra centralizes Uq and that
we have an isomorphism

Hd → EndUq
(V ⊗d).

This even works for any mixed tensor product V ⊙d.
To see this recall that by quantum Schur–Weyl duality, Hd

∼= EndUq(slZ)(V
⊗d),

where Hi acts in V ⊗ V by va ⊗ vb 7→ vb ⊗ va + δa<b(q
−1 − q)va ⊗ vb. We now claim

that V ⊗ V ∼= V ⊙ V as H2-modules. Indeed, an isomorphism as desired is given
by

vi ⊗ vj 7→

{

vi ⊙ vj if i ≥ j,

ajivi ⊙ vj if i < j.

This can now easily be extended to arbitrary mixed tensor products.

The Hecke algebra actions from Propositions 2.35 and 2.36 finally allow defining
q-wedge products of V and of V ⊛.

Definition 2.39. Consider a mixed tensor product V ⊙d. We define the q-wedge

product
∧d

V to be the subspace of V ⊙d spanned by all elements of the form

vi1 ∧ vi2 ∧ · · · ∧ vid
:=

∑

w∈Sd

(−q)ℓ(w)Hw(vi1 ⊗ vi2 ⊗ · · · ⊗ vid
),

for i1 > i2 > · · · > id. If d = (2, 1, 2, 1, . . . ), we just write
∧d

V for
∧d

V .
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The goal of the next section is a definition of a Fock space Fδ and its dual F
⊛

δ

for the electric Lie algebras elǫq. We use the
∧d

V with their Uq-actions to define
Fock spaces for elǫq following in principle the standard constructions, [LT96], as a
space of semiinfinite wedges. In detail, the construction is however more involved.
We have to make sure that the action of the Cartan part in Uq is well-defined.
For this the combination of the two monoidal structures ⊙1, ⊙2, i.e. the choice of
d = (2, 1, 2, 1, . . . ) in the definition of the q-wedge product will be crucial.

2.6. The electric Fock space representations F and F⊛. In the following
we will consider V and V ⊛ as right elǫq-modules:

Definition 2.40. The natural elǫq-module V is the vector space V with the action
restricted from Uq to elǫq. In formulas, the action is given by vjEi = δij(vi+1+qǫvi−1).

The dual natural elǫq-module V ⊛ is the vector space V ⊛ with the action of elǫq given
by the restriction from Uq to elǫq twisted by the shift anti-automorphism σ from

Lemma 2.5. In formulas, we have vjEi = δi+2,jq−ǫvi+1 + δijvi+1.

Indeed, one calculates vjEi = σ(Ei)v
j = q−ǫEi+1 · vj = δi+2,jq−ǫvi+1 + δijvi+1.

Definition 2.41. We define the Fock space F as the vector space

(16) F := lim
−→

∧d
V, using the linear maps _ ∧ v−d :

∧d
V →

∧d+1
V.

The Fock space has as basis formal semiinfinite wedges

vi1 ∧ vi2 ∧ vi3 ∧ · · · ,

where ij > ij+1 and ij 6= 1 − j for only finitely many j ∈ Z>0.

Unfortunately, the action of Uq on q-wedge products extends only partially to F :

Proposition 2.42. Let U fsupp
q be the subalgebra of Uq generated by Ei, Fi with

i ∈ Z and Kλ with λ ∈ X fsupp. Then there is a well-defined action of U fsupp
q on F

induced from the Uq-action on q-wedge products.

Proof. Consider for any d, the map _ ∧v−d :
∧d

V →
∧d+1

V . Our (implicit) choice
of l implies that in the comultiplication of Fi we obtain a Kβi

in even spots and a
Kβ′

i
in odd spots. However for i > −d, we have v−dKβi

= v−d if −d is even and
have v−dKβ′

i
= v−d if −d is odd. Hence, the action of Fi is well-defined. Similarly,

the action of Ei is well-defined. By our assumption on λ, we have v−dKλ = v−d

for d ≫ 0, hence the action is well-defined as well. ®

We finally arrive at a well-defined electric Fock space:

Corollary 2.43. The action of U fsupp
q on F restricts to a right action of elǫq.

Proof. From the formulas for elǫq ⊆ Uq in Theorem 2.25 we see that elǫq ⊆ U fsupp
q .
®

Definition 2.44. Similarly to F , we can define the dual Fock space F⊛ using V ⊛

instead of V . This has then a basis given by formal semiinfinite wedges

vi1 ∧ vi2 ∧ vi3 ∧ · · · ,

where ij > ij+1 and ij 6= 1 − j for only finitely many j ∈ Z>0. As above, we can
identify partitions with the basis vectors of F⊛ and write vλ for the corresponding
basis vector. With the same arguments we get an induced (left) action of U fsupp

q on

F⊛ and thus a right action of elǫq−1 via the shift automorphism from Lemma 2.5.
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We call F the electric Fock space and F⊛ the dual electric Fock space.

Corollary 2.45. Both, the Fock space F and the dual Fock space F⊛, are cyclic
elǫq-module generated by the vacuum vector v∅.

One can consider also Fock spaces Fδ depending on a charge δ ∈ R. For this let
Vδ = Q(q)Z with basis vi, with i ∈ δ + Z and let Fδ be the corresponding Fock
space defines as before. Via the identification of vector spaces V ∼= Vδ, vi 7→ vδ+i

Vδ inherits an action of elǫq. Similarly, we define F
⊛

δ , the dual Fock space of charge

δ. In the special case δ = 0 we have F0 = F and F
⊛
0 = F⊛. The following is

straight-forward:

Proposition 2.46. All results in Section 2.6 hold for Fδ, F
⊛

δ instead of F , F⊛.

Lemma 2.47. The annihilator of v∅ ∈ Fδ and of v∅ ∈ F
⊛

δ is the right ideal
generated by Ei for i 6= δ and by the two-sided ideal generated by E2

i for i ∈ Z.

Proof. We compute the annihilator A of v∅. By definition, we have v∅Ei = 0 if and
only if i 6= δ. By Remark 2.48, the element E2

i acts by 0 on Fδ. Thus J ⊆ A.
To show J = A let u = Ei1 · · · Eir

be a product of generators, that is nonzero in
elǫq/J . In particular i1 = 0 and we may assume moreover by (ǫl-2) and (ǫl-3) that
u is braid-avoiding, that is there is no subsequence in the sense of Definition 0.2
of the form (j, j ± 1, j) for some j. It is straightforward to check that (ir, . . . , i1)
is the residue sequence of a partition λ, see [Neh24, Proposition 2.7] for a similar
argument. By definition of the elǫq-action we have v∅ ·u = cλvλ +

∑

|µ|<|λ| cµvµ with

cλ 6= 0.
Conversely, any residue sequence (ir, . . . , i1) defining λ is braid-avoiding and pro-
vides, thanks to (ǫl-1), up to powers of q the same element u in A\elǫq. Therefore,
the linear map J\elǫq → Fδ, u 7→ v∅ · u is surjective and in fact an isomorphism.
This shows the claim J = A.
The same arguments show that A is also the annihilator of v∅ ∈ F

⊛
δ . ®

As usual, see e.g. [Ari02], we label, depending on the fixed charge δ, the basis
vectors (i.e. the semi-infinite wedges) of F by partitions. Namely, to a partition λ
we assign the basis vector with indices given by {λi + 1 − i + δ} and also write vλ

for this basis vector. Similarly, for F
⊛

δ using V ⊛
δ with basis vectors vi, i ∈ δ + Z.

Remark 2.48. Note that Definitions 2.39 and 2.40 provide explicit formulas for
the elǫq-action on Fδ and F

⊛
δ . Up to powers of q, this action is given in the basis

of partitions in familiar terms (cf. e.g. [Ari02]) using (8):

• Ei sends a partition λ to the linear combination of all partitions µ where a box
of charged content δ + i was added or a box of charged content δ + i − 1 was
removed. In the language of Section 1.1 this means res(λ → µ) = δ + i.

• Similarly, for F⊛ we have that Ei ∈ elǫq−1 adds boxes of charged content δ + i

and removes boxes of charged content δ + i+1 that means res⊛(λ → µ) = δ + i.

Proof. This follows from Corollary 2.43 using Definition 2.44 and Remark 2.48. ®

Remark 2.49. Remark 2.48 should justify the notation res and res⊛ by referring to
Fδ and F

⊛
δ . The introduction of these two slightly different functions is necessary

because σ not only scales by a power of q, but also shifts the indices.

Lemma 2.50. There is a unique isomorphism of vector spaces τ : Fδ → F
⊛

δ sat-
isfying τ(v∅) = v∅ and τ(vE) = τ(v)τ(E) for v ∈ Fδ, E ∈ elǫq.
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Remark 2.51. Up to some q-power, τ transposes the partition, i.e. τ(vλ) =
qc(λ)vλt .

Proof. This follows directly from Lemma 2.6 and Corollary 2.45, since the annihi-
lator J in Lemma 2.47 is τ -invariant. ®

2.7. Pairing and Bar involution on Fock spaces. From the definition we ex-
pect F

⊛
δ to be dual to Fδ via the following pairing.

Definition 2.52. Define a q-bilinear pairing (_, _): F
⊛

δ ⊗ Fδ → Q(q) by

(vλ, vµ) = δλµ.

Lemma 2.53. The bilinear pairing satisfies (with σ as in Lemma 2.5)

(wu, v) = (w, vσ(u))

for all w ∈ F
⊛

δ , v ∈ Fδ and u ∈ elǫq−1 .

Proof. This holds by definition recalling the twist by σ in the action. ®

Warning 2.54. For readers familiar with categorification the shift σ appearing in
Lemma 2.53 should be alarming, since we cannot expect that a functor categorifying
Ei is self-adjoint (even up to grading shifts). One should also observe that we do
not define a scalar product on Fδ, but only a pairing with F

⊛
δ .

We next define a bar involution compatible with the bar involution on elǫq and elǫq−1 .

Proposition 2.55. There exists a bar involution on Fδ, that is a unique q-antilinear
isomorphism : Fδ → F

⊛
δ satisfying v∅ := v∅ and u.v = u.v.

Proof. By Corollary 2.45, the elǫq-module Fδ is cyclic with generator v∅. Therefore,
the bar involution on Fδ is unique if it exists. If A ⊆ elǫq is the annihilator of v∅,
then A\elǫq → Fδ, u 7→ v∅ · u is an isomorphism of (right) elǫq-modules. Now A = J
by Lemma 2.47. Since J is obviously preserved under the bar involutions on elǫq
and elǫq−1 , the desired (unique) bar involution maps on Fδ and F

⊛
δ exist. ®

Definition 2.56. For a charge vector δ and a level l we define the level l Fock

space Fδ,l = Fδ1 ⊗ · · · ⊗ Fδl of charge δ. It comes with an obvious
(
elǫq
)⊗l

-action.

Remark 2.48 generalises to higher levels by identifying the standard basis vectors
from Fδ,l with l-multipartitions and then using the residue functions (9).

3. The electric KLR-category sRε

The goal of this section is to introduce a new monoidal supercategory, the elec-
tric KLR-category, by generators and relations and describe some basic properties.
The morphism spaces assemble into electric KLR-algebras which should be seen as
analogues of the KLR algebras from [KL09], [Rou08].

Notation 3.1. For this section we fix a ground field k and denote by sVec the sym-
metric monoidal category of k-vector superspaces with (super) degree preserving
morphisms. For V ∈ sVec we denote by |v| ∈ {0, 1} the degree of v ∈ V implicitly
assuming v to be homogeneous.

Thus, in sVec, the braiding morphisms are v ⊗ w 7→ (−1)|v||w|w ⊗ v. By a super-
category we mean a sVec-category, i.e. a category enriched in sVec, in the sense of
[Kel05]. Moreover, sVec has a symmetric braiding and we can consider monoidal
supercategories. Morphisms in these satisfy (f ⊗1)(1⊗g) = (−1)|f ||g|(1⊗g)(1⊗f).
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3.1. The definitions. For basics on monoidal supercategories we refer for instance
to [BE17], [CE21]. We denote by 1 the monoidal unit in a given monoidal (su-
per)category.

Definition 3.2. Let sR(Z) be the k-linear strict monoidal supercategory freely
generated on the level of objects by a ∈ Z and on the level of morphisms by

even generators:
a b

b a

: a ⊗ b → b ⊗ a,
a

a

: a → a,

odd generators: a + 1 a
: 1 → (a + 1) ⊗ a,

a a + 1
: a ⊗ (a + 1) → 1,

modulo the following (local) relations (sR-1)-(sR-7):

(sR-1)
a a + 1

=
a a + 1

(sR-2)
a b

b a

−
a b

b a

=







a a

a a

if b = a,

a a + 1

a + 1 a

if b = a + 1,

0 otherwise,

(sR-3)

a

a b b + 1

b a b + 1

=

a

b b + 1 a

b a b + 1

(sR-4) −

a

a a + 1 a

a

=

a

a

=

a

aa − 1a

a

(sR-5)

a + 1 a

a a + 1

= 0 (sR-6)

a b

b a

a b

=







0 if a = b,

a b

a b

−
a b

a b

if b = a − 1,

a b

a b

−
a b

a b

if b = a + 1,

a b

a b

otherwise,

(sR-7)

a b c

b a c

b c a

c b a

−

a b c

a c b

c a b

c b a

=







a a + 1 a

a a + 1 a

+
a a + 1 a

a a + 1 a

if c = a = b − 1,

−
a a − 1 a

a a − 1 a

+
a a − 1 a

a a − 1 a

if c = a = b + 1,

0 otherwise.

Remark 3.3. For simplicity we work over k and not an arbitrary ground ring or
Z.

This definition makes also sense when we replace the set of objects/of labels of
the strands by any set R′ with an automorphism (+1): R′ → R′. In particular
R′ = R as in Notation 0.1 works. Objects in sR(R′) are then (possibly empty)
finite sequences a of elements in R′. We will denote the resulting category sR(R′),
but mostly work from now on with sR := sR(R).

Lemma 3.4. The defining relations (sR-1)-(sR-7) imply the following equalities:
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(17)
a a − 1

=
a a − 1

(18)

a

b b − 1 a

b a b − 1

=

a

a b b − 1

b a b − 1

(19)
a + 1 a

a a + 1

= 0 (20)
a b

b a

−
a b

b a

=







a a

a a

if b = a,

−
a a + 1

a + 1 a

if b = a + 1,

0 otherwise,

Proof. The relations (17) and (18) follow from (sR-1) respectively (sR-3) using
(sR-4). After adding a snake (sR-4) to the left-hand side of (19), (19) follows
with (18), (sR-3) from (sR-5). Finally, (20) follows from (sR-2) by rotation, i.e. by
adding a cup to the bottom and a cap to the top and then applying (sR-3) and
(sR-4). ®

We denote by gsVect (and gsVect) the monoidal category of Z-graded vector super-
spaces with supergrading preserving morphisms which preserve (respectively not
necessarily preserve) the Z-degree. The braiding morphisms are the flip maps ad-
justed by signs only with respect to the super grading and not the Z-grading.

Proposition 3.5. Let ǫ ∈ {±1}. Then sR(R), or more generally sR(R), can be
viewed as a monoidal gsVect-category sRε by setting

deg

(

a

a
)

= 2, deg
(

a + 1 a
)

= −ǫ, deg
(

a a + 1

)

= ǫ,

deg





a b

b a



 =







−2 if b = a, a + 1,

0 if b − a /∈ Z,

4 sgn(b − a)(−1)b−a otherwise.

(21)

Proof. It suffices to check that (21) is compatible with (sR-1)-(sR-7). ®

Remark 3.6. The (surprisingly difficult) degrees for the crossings are forced on us
if we require for sRε(Z) the dot generator to be of degree 2, i.e. compatible with
the usual KLR convention. First, by (sR-2) the crossings labelled (a, a) must have
degree −2. Then (sR-3) forces the crossing labelled (a, a + 1) at the bottom to be
of degree −2. Finally, by (sR-6), the crossing labelled (a + 1, a) must have degree
4. The arguments from [Neh24, Definition 1.6, Lemma 1.8] imply then that the
degrees of the other crossings are also forced. The degree for a (a, a+1) cap can be
an arbitrary integer ǫa as long as the (a + 1, a) cup has degree −ǫa. If we require
independent of a, our choices for ǫ are unique up to an overall positive scaling.

Definition 3.7. The monoidal gsVect-category sRε is the electric KLR category.

Definition 3.8. The category sRε can be viewed as a locally unital algebra sRε

with set of idempotents labelled by R, namely sRε =
⊕

a,b∈R
1asRε1b, where

1asRε1b is the Z-graded vector superspace of all morphisms from a to b in sRε.
More precisely, sRε is a Z-graded superalgebra (that is an algebra object in gsVect).
We call this algebra the electric KLR (super)algebra.
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For a supercategory C we denote by Cop its opposite supercategory. If C is moreover
monoidal, let Crev the category C with the opposite monoidal structure a ⊗rev b =
b ⊗ a on objects and f ⊗rev g = (−1)|f ||g|g ⊗ f . Denote Coprev = (Cop)rev ∼= (Crev)op.

Lemma 3.9. There are equivalences of monoidal sVec-categories

Σ: sRoprev
ε → sRε, τ : sRop

ε → sRε,

a 7→ a + 1, a 7→ −a,

a b

b a

7→ −

a + 1 b + 1

b + 1 a + 1

,
a b

b a

7→ η

−b −a

−a −b

,

a a − 1 7→ −
a a + 1

, a + 1 a
7→

−a − 1 −a
,

a − 1 a
7→ a + 1 a

,
a a + 1

7→
−a −a − 1 ,

where a, b ∈ R, and η = −1 if b 6= a, a + 1 and η = 1 if b = a + 1, a.

Proof. This is straightforward bearing in mind that f ◦op g = (−1)|f ||g|g ◦ f . ®

4. Cyclotomic quotients sRl

ε

The goal of this section is to prove the Isomorphism Theorem for cyclotomic quo-
tients sRl

ε of sRε which is a precise formulation of Theorem A from the introduction.
As an important byproduct of the proof we obtain the Basis Theorem. It establishes
the existence of a nice basis of sRl

ε which allows doing highest weight theory.

4.1. Definition of cyclotomic quotients. For a general overview about cyclo-
tomic quotients in the context of (quiver) Hecke algebras we refer to [Mat15].

Definition 4.1. Given a natural number l, called the level, we define the cyclotomic
quotients sRl and sRl

ε, of charge δ = δ(l), as the quotients of sR and sRε respectively
by the right tensor ideal generated by

(22) n

a

a

, where n =

{

1 if a = δi, 1 ≤ i ≤ l,

0 otherwise.

Definition 4.2. The cyclotomic polynomial of level l (and charge δ) is defined as

(23) Ωl(x) =

l∏

i=1

(x − δi).

Definition 4.3. We denote by θk
i : sRl

ε → sRl

ε the endofunctor given by adding a
strand labelled i with k dots on the right. If k = 0, we abbreviate θi := θ0

i .

Recall from the introduction the affine VW-supercategory s
∨∨

.

Definition 4.4. The level l cyclotomic quotient s
∨∨

l
is the cyclotomic quotient of

s
∨∨

by the cyclotomic polynomial Ωl(x) of level l from (23).

Given an object, say ∗⊗m, its endomorphism algebra End
s

∨∨
l (m) is a finite dimen-

sional algebra and the yj , (i.e. identities with a dot on the j-th strand) for 1 ≤ j ≤ m
form a family of pairwise commuting elements.

Notation 4.5. Denote by ei = ei1,...,im
the idempotents projecting onto the simul-

taneous generalised ij-eigenspaces for the yj ’s, in particular yjei = eiyj = ijei.
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4.2. The Isomorphism Theorem and Cyclotomic Equivalence. We finally
formulate the Isomorphism Theorem from the introduction:

Theorem 4.6 (Isomorphism Theorem). For any level l, the following assignments

define a fully faithful functor to the Karoubian envelope Kar(s
∨∨

l
) of s

∨∨
l
:

Φ: sRl → Kar(s
∨∨

l
), i = (i1 , . . . , im) 7→ ei,(24)

. . . . . .
i1 im

i1 im

ik ik+1

7→ ei♭
∗
kei′ , . . . . . .

i1 im

i1 im

ik

ik

7→ ei(yk − ik),

. . . . . .

i1 im

i1 im

ik ik+1

7→ ei′♭kei,(25)

. . . . . .

i1 im

i1 im

ik ik+1

ik+1 ik

7→

{

eiηik+1,ik
((ik+1 − ik)sk + 1) if ik+1 /∈ {ik, ik + 1},

0 otherwise,
(26)

where i′ = (i1, . . . , îk, îk+1, . . . , im) and ηb,a is any choice of scalars, such that

(i) ηa,bηb,a = 1
1−(a−b)2 for all a, b ∈ R such that a − b /∈ {0, ±1} and

(ii) ηb,a(b − a) = ηa,b+1(a − b − 1) for all a, b ∈ R such that a 6= b, b + 1.

As a consequence of the Isomorphism Theorem in the special case of l = 1 and
δ = 0 we obtain an idempotent version of the periplectic Brauer algebras, [Cou18a].

For the proof we will introduce elements Ψs
t ∈ sRl

ε and show a Basis Theorem.

Remark 4.7. Note that the functor is not an equivalence, but it will become an
equivalence after additive completion by the Cyclotomic equivalence below.

Recall that the Karoubian closure of a category is the idempotent completion of
a category. We could also take its additive envelope (which means we allow also
finite direct sums of objects and morphisms). In general, taking additive closure and
taking Karoubian closure does not commute, but since we have finite dimensional
morphism spaces these procedures in fact do commute.

Theorem 4.8 (Cyclotomic equivalence). For any level l, the additive closure of

sRl is equivalent as sVec-category to the additive closure of Kar(s
∨∨

l
) of s

∨∨
l
.

Remark 4.9. We expect that the Isomorphism Theorem holds for any (not neces-
sarily generic) charge sequence, but our formulation and proof of the Basis Theorem
requires the charge to be generic.

Remark 4.10. As a consequence of the Isomorphism Theorem we obtain in par-
ticular an idempotent version of cyclotomic quotients of the periplectic Brauer cat-
egories from [CE21] or the marked Brauer categories from [KT17].

4.3. The Basis Theorem and applications. In this section we formulate the
Basis Theorem and show some important consequences.
Let t = (t0, t1, . . . , tm) ∈ T ud with Shape(t) = λ. We start by defining morphisms

(27) Ψt
λ

t : it → itλ and Ψt

tλ : i⊛
tλ → i⊛t in sRl

ε.
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Construction of Ψt
λ

t
and Ψt

tλ .
Case 1 : If |λ| = m then boxes were only added in t and it differs from itλ by a
permutation. Let dt ∈ Sn be the unique such permutation of minimal length. Pick
a reduced expression dt = srℓ

· · · sr1 . This defines a corresponding composition
it → itλ of ℓ morphisms of the form (26) (where each simple transposition sk

is sent to a diagram where the kth and k + 1th strand cross). Note that, by
construction and by assumption on the charge, the labels, say a and b, at these two
strands are distant in the sense that they satisfy a 6∈ {b, a + 1, a − 1}. But then
(sR-7), (sR-6) imply that the construction is independent of the choice of reduced

expression. Thus, we get a well-defined morphism Ψt
λ

t
: it → itλ . Analogously

define Ψt

tλ : i⊛
tλ → i⊛

t
using the dual residue sequences. In both constructions Ψt

λ

tλ

is the identity on itλ .
Case 2 : If |λ| < m then consider the minimal r such that tr is obtained from tr−1

by removing a box. Denote by l < k the index where this box was added to t. Draw
a cap from il to ik in it. By adding vertical strands at the remaining residues we
obtain a diagram representing a morphism from it to the subsequence of it given
by the residues not involved in the cap. (We leave it to the reader to verify using
(sR-3) that the diagram can be written as a product of elements of the forms (26),
(25), and that any such product defines up to sign the same morphism.)
Repeat this procedure for all boxes that were removed in t working with the residue
sequence treated by caps already. This results in a composite morphism from it to
the subsequence i′

t of it where all residues connected with cups are removed. The
length of i′

t equals |λ|, and we can construct, as in Case 1), a morphism i′
t → itλ .

Composing provides a morphism it → itλ which is up to an overall sign independent
of choices on the way.
Similarly, we can construct a morphism i⊛

tλ → i⊛
t

by using cups instead of caps.
The constructed morphisms are only unique up to signs, since caps and cups have
odd degree and thus height moves create signs. To fix this we adjust our construc-
tion by height moves so that they satisfy the following height requirement: We
assume that if two caps (or cups) connect the positions (k, l) and (k′, l′) with l < l′,
then (k, l) is lower (resp. higher) than (k′, l′). With this we constructed the de-

sired morphisms (27) in sRl

ε. Recalling that itλ = i⊛
tλ we can define the following

compositions:

Definition 4.11. For t, s ∈ T ud with Shape(t) = λ = Shape(s) define Ψs
t

=

Ψs

tλΨt
λ

t
∈ sRl

ε. In particular, Ψt
t

is the identity on itλ .

Theorem 4.12 (Basis Theorem). The set B := {Ψs
t | t, s ∈ T ud, Shape(t) =

Shape(s)} is a basis, the updown-tableaux basis, of sRl

ε.

Before the proof we show some nice properties of the basis elements.

Proposition 4.13. Let t, s ∈ T ud(λ) and λ −→ µ, res( ) = i. Then θi(Ψ
s
t
) = Ψsaµ

taµ ,

where u a µ = (u0, . . . , un, µ) ∈ T ud(µ) for u = (u0, . . . , un) ∈ T ud(λ).

Proof. Assume first that s = tλ. By definition, Ψ := Ψt
λaµ
taµ = Ψt

λaµ
tµ Ψt

µ

taµ. By
assumption, itλaµ and itµ are obtained from it by adding i at the end respectively
at the position, say p, corresponding to . In a diagram describing Ψ, this last
entry in iλ

t a µ connects (via the right factor of Ψ) to the residue at position p
and then (via the left factor) back to the last entry in itλaµ. Since the involved
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crossings carry distant labels, one can straighten this strand using (sR-6) and (sR-7)
to obtain Ψs

t with an additional vertical strand labelled i on the right. Thus,

Ψ = θi(Ψ
s
t ). Similarly, the claim holds for Ψt

tλ and thus for Ψs
t = Ψs

tλΨt
λ

t , since θi

is a functor. ®

For the next application we consider Parl for fixed level l with its partial order from
Definition 1.5 as subset of I :=

⋃

m∈Z≥0
Rm by identifying λ ∈ Parl with itλ = i⊛

tλ .

Theorem 4.14 (Highest weight). Consider sRl

ε with updown-tableaux basis B. For

λ ∈ Parl and i ∈ Rm set Y (i, λ) = {Ψs

tλ | i⊛
s

= i} and X(λ, i) = {Ψt
λ

s
| is = i}.

This data endows A :=
⊕

m,n∈N0

⊕

i∈Rm,j∈Rn HomsRl

ε
(i, j) with the structure of an

upper finite based quasi-hereditary (super-)algebra in the sense of [BS21].

Proof. Writing Y (λ) :=
⋃

i∈I Y (i, λ) and X(λ) :=
⋃

i∈I X(λ, i), it follows by Defini-
tion 4.11 directly from Theorem 4.12 that

⋃

λ∈Parl Y (λ)×X(λ) is a basis of A. The
set Y (µ, λ) can only be nonempty if λ = µ or |µ| > |λ|, and thus µ ≤ λ, similarly
for X(λ, µ). It is also clear from Definition 4.11 that X(λ, λ) = Y (λ, λ) = {eλ} for

each λ ∈ Parl. ®

4.4. The spanning set B. We next show that the proposed basis B in Theo-
rem 4.12 spans. For this fix the filtration {0} = F≤−1 ⊆ F≤0 ⊆ F≤1 ⊆ . . . on T ud

given by F≤b =
⋃

|λ|≤b T ud(λ). This induces a filtration on the k-span B of B with

pieces B≤i spanned by all Ψs
t

with Shape(t) = Shape(s) ∈ F≤i. Let R ⊇ R≤b be

the two-sided ideals in sRl

ε generated by B respectively B≤b. Thus, R≤b defines a
filtration on R by ideals which we use to show B = R. Abbreviate B<b := B≤(b−1),
R<b := R≤(b−1).

We show now some properties of sRl

ε in the following situation for fixed b ∈ N:

(Ass<b) B≤b′ = R≤b′ for all b′ < b.

Proposition 4.15. Assume (Ass<b) and let λ ∈ Parl with |λ| = b. Then the

following holds in sRl

ε for any i, j ∈ R with Addi(λ) = ∅.

θi(Ψ
t

λ

tλ) ∈ B<|λ|,(28) θ1
j (Ψt

λ

tλ ) = 0,(29) θi(Ψ
s

t
) ∈ B<|λ| for t, s ∈ T ud(λ).(30)

In particular, any diagram with a dot is zero in sRl

ε by (29).

The proof of Proposition 4.15 will show inductively the following refinements:

Corollary 4.16. Assume (Ass<b). Then the following holds in sRl

ε.

(a) Any object i such that idi ∈ R≤b+1 which has a subsequence of the form
(a, a) is zero.

(b) For any i = (i1, . . . , ir) ∈ R<b−1

ir

ir

i1

i1

i i + 1

i + 1 i

. . . = 0.

(c) Let λ ∈ Parl with |λ| ≤ b and assume Addi(λ) = ∅. If θi(Ψ
t

λ

tλ ) 6= 0 then

there exists a subsequence of the form (i, i ± 1, i) in res(tλi).

Remark 4.17. In Corollary 4.16 the subsequence can in fact be chosen to involve
the i at the end of res(tλi). The statement holds even for any t ∈ T ud(λ).
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Proof of Proposition 4.15 (with Corollary 4.16 and Remark 4.17). The assumption
and (28) directly imply (30). We prove (28) and (29) parallel via induction on

b := |λ|. Let (i1, . . . , ib) := itλ = i⊛
tλ , thus Ψt

λ

tλ = id(i1,...,ib).
If b = 0, then Addi(λ) = ∅ implies i 6= δj for all j and both, (28) and (29), follow
from (22).
Assume the claims hold for all b′ < b. Via induction and Proposition 4.13, θi|B≤b−1

is a filtered map of degree 1.
We consider four different cases.

(i) If i = ib then we have, by (sR-2) and by (sR-2) with (sR-6),

ib i

ib i

=

i i

i i

=

i i

i i

−

i i

i i

= −

i i

i i

−

i i

i i

.

Therefore, θn
i (Ψt

λ

tλ) = 0 for n ∈ {0, 1} by induction. This also shows Corol-
lary 4.16(a) and (c) in this case.

(ii) If i 6= ib, |i − ib| 6= 1, then Addi(t
λ
b−1) = Addi(λ) and (sR-6), (sR-2) give

θn
i (Ψt

λ

tλ ) =

i1

i1

ib−1

ib−1

ib

ib

i

i

n. . . = i1 ib−1 i ib
. . .

n
.

By induction, θn
i (id(i1,...,ib−1)) ∈ B<b−1. Thus, id(i1,...,ib−1,i,ib) ∈ B<b as

θi|B≤b−1
is filtered of degree 1. Corollary 4.16(a) and (c) follow also imme-

diately in this case. Remark 4.17 holds, since Addi(t
λ
b−1) = Addi(λ)

(iii) Suppose that ib = i + 1. By definition of tλ, ib is the residue of the last box
in the last row of λ. As there is no addable box with residue i, the last row
of λ has more than one box and then ib−1 = i. Thus, (ib−1, ib) = (i, i + 1).
This shows Corollary 4.16 (c) and Remark 4.17 in this case.

Define multi-up-down-tableaux u and v of length b+1 such that1 uk = tλk
for k < b, ub+1 = ub−1 and ub = ub−2 respectively vk = tλk for k ≤ b and
vb+1 = vb−1. By construction, we have res(u) = (i1, . . . , ib, i) = res⊛(v).
Now we can compute (modulo some sign ± which we do not specify)

(31) Ψv

u
=

i1 ib−2 i i + 1 i

i1 ib−2 i i + 1 i

. . . = ±
i1 ib−2 i i + 1 i

i1 ib−2 i i + 1 i

. . . = ±θi(Ψ
t

λ

tλ).

The first and last equalities here hold by definition, and the second equality
used (sR-7). The reader might expect two more summands from this rela-
tion, but we proved in (i) that θi ◦ θi|R≤b = 0 and thus these terms vanish.
We see that the number of propagating strands in Ψv

u is exactly one less

than the one in Ψt
λ

tλ . Thus, θi(Ψ
t

λ

tλ ) ∈ R<b and (28) holds.

1(The first b−1 steps in u and t agree; then we remove and add the box that was added in step
b − 1. The first b steps in v agree with t; then we remove the box that was added in step b for t).
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We also need to show (29). By (sR-6) and the induction hypothesis it
suffices to show Corollary 4.16(b), i.e.

ib−1

ib−1

i1

i1

i i + 1

i + 1 i

. . . = 0.

Observe that Addi(t
λ
b−1) = ∅ as Addi+1(tλb−1) = Addib

(tλb−1) 6= ∅. Thus,
by induction, and from the arguments given so far, we see that either
(i1, . . . , ib−1, i, i + 1) = 0 (in which case we are done) or we find a sub-
sequence of the form (i, i − 1, i). For this subsequence we can apply the
argument as in (31) and obtain

i i − 1 i i + 1

i i − 1 i i + 1

i i − 1 i i + 1

.

If we apply a height move to the cup and the crossing, the statement follows
from Corollary 4.16(b) (for a shorter sequence).

(iv) Suppose that ib = i − 1. By definition of tλ, ib is the residue of the last
box in the last row of λ. As there is no addable box with residue i, the
second last row has a box with residue i but not with higher residues. (Note
moreover that there are at least two rows). Now this case is similar to (iii),
but one also has to use (sR-6) to move a value i to the position b − 1. Here,
for the proof of (28), a subsequence (i, i − 1, i) is obtained.

This shows (28) and (29) and hence also Proposition 4.15 and Remark 4.17. ®

Corollary 4.18. Assume (Ass<b). Then θi(B≤b) ⊆ B≤b+1 and θi(B<b) ⊆ B<b+1

for all i ∈ R, b ∈ N0. In particular θi is a filtered map of degree 1.

Proof. This follows directly from Proposition 4.15 using Proposition 4.13. ®

Corollary 4.19. Assume (Ass<b). Then idi ∈ B≤b for any object i = (i1, . . . , ib).

Proof. Since idi1 ∈ R≤1, this follows directly from Corollary 4.18 ®

We next want to show that B≤b = R≤b for all b.
We fix more notation for the rest of this subsection:

Notation 4.20. Consider multi-up-down-tableaux t and s of shape λ. We define
b := |λ| so that Ψs

t
∈ B≤b. Let (i1, . . . , im) := it and (i⊛1 , . . . , i⊛n ) := i⊛

s
.

We formulate more properties for sRl

ε in the following situation:

Corollary 4.21. Assume (Ass<b). Then dkΨs
t

= 0 = Ψs
t
dk for 1 ≤ k ≤ n, where

dk =
i⊛1 i⊛ni⊛k

. . . . . . .

Proof. This follows directly from Proposition 4.15. ®

Proposition 4.22. Assume (Ass<b) and define for 1 ≤ k ≤ n, i ∈ R the morphisms

xk,i =
i⊛1 i⊛ni⊛k i⊛k+1i

. . . . . .
i − 1

, yk,i =
i⊛1 i⊛k−1 i⊛k i⊛k+1 i⊛k+2 i⊛n

. . . . . . , zk,i =

i⊛1 i⊛k−1 i⊛k i⊛k+1 i⊛k+2
i⊛n

. . . . . . .
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Then xk,iΨ
s
t
, yk,iΨ

s
t
, zk,iΨ

s
t

∈ B≤b holds. Similarly, Ψs
t
xk,i, Ψs

t
yk,i, Ψs

t
zk,i ∈ B≤b.

Proof of the case xk,i in Proposition 4.22. If ∈ Addi(sk), let u ∈ T ud(λ) with
u|k = s|k, uk+1 = uk ⊕ , uj+2 = sj for k ≤ j ≤ n. Then, xk,iΨ

s
t

= ±Ψu
t

∈ R≤b.
Otherwise, we have Addi(sk) = ∅ and may also assume that |sk| = k (as removing
boxes would correspond to cups commuting with the cup of xk,i up to sign). By
Corollary 4.16, the object (i1, . . . , ik, i, i − 1) is either 0 or we find a subsequence
of the form (i, i ± 1, i). If the subsequence is (i, i − 1, i), applying (sR-7) gives the
diagram according to removing with a − 1 the box with residue a and then adding
two boxes.
On the other hand if the subsequence is (i, i + 1, i), we get a valid multi-up-down
tableau v with res⊛(v) = (i1, . . . , ik, i, i − 1) where the last two entries remove the
boxes corresponding to the subsequence. If v can be extended to a multi-up-down
tableau of shape µ by (ik+1, . . . , im), then |µ| < b and xk,iΨ

t
s = aΨv

tµb ∈ R<b by
construction. If it cannot be extended, we either find a subsequence (i − 1, i − 1)
which is 0 by Corollary 4.16(a) or we try to add a box of residue i + 2. But
this strand can be moved to the left using (sR-6), where we then either get 0 by
Corollary 4.16(a) or (22) or we find a subsequence (i + 2, i + 3, i + 2). In the last
case we can apply (sR-7) and then use the same argument as above and end up
eventually with 0. ®

Proof of the case zk,i in Proposition 4.22. Suppose first that ik+1 /∈ {ik, ik ± 1}.
Then we claim that ssk is an up-down-tableau. If in steps k and k + 1 we only
add respectively remove boxes, then this is clear as the boxes neither appear in the
same row nor column of the same partition.
In the other two cases let i be the residue of the removal. This means that we
removed a box with residue i + 1. So this actually swaps with all residues which
are ≤ i − 1 and ≥ i + 3.
The only case left to consider is, when the added box β has residue i + 2. But note
that after the removal of , is addable again. As has residue i + 1, no box with
residue i + 2 can be addable. And vice versa, if we add β after adding , the box β
lies directly to the right of in the same row. Thus, we cannot remove afterwards.
Therefore, this case cannot appear.
It remains to show the statement for ik = ik+1 ± 1. If steps k and k + 1 consist
out of adding boxes and β, these two boxes appear in the same row respectively
column. This means that β cannot be added to sk−1. By Proposition 4.15 and
Corollary 4.18 we know that zk,iΨ

s
t ∈ R<b.

Suppose that we remove a box in step k and add a box in step k + 1. Let further
l be the step in which the box was added which was removed in step k. Without
loss of generality we may assume that l = k − 1. Using (sR-6), we can move the il

pass every distant entry and every neighbored entry has to be removed prior step k,
which results in a cup that does not interact with the crossing z, meaning that we
can swap these two as well. We then either have the subsequence (ik + 1, ik, ik + 1),
in which case applying z gives 0 by Corollary 4.16(a). Or we have (ik +1, ik, ik −1),
in which case step ssk is an up-down-tableau and zk,iΨ

s
t = Ψssk

t
.

Suppose that we add a box in step k and remove a box in step k+1. Then zk,iΨ
s
t

= 0
by (sR-6) and Corollary 4.21 or (sR-5) respectively.
Suppose that we remove in both steps a box.
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Let l denote the index of adding the box for step k and l′ the one for k+1. Without
loss of generality we may assume that l = k − 1 and l′ = k − 2. Note that l′ has to
appear before l as s is an up-down-tableau.
Then we either have a subsequence (a + 1, a, a − 1, a) or (a − 1, a, a − 1, a − 2). In
the first case, applying z gives 0 by Corollary 4.16(a). In the second case we have
the equality displayed in (32) by (locally) using (sR-6) and (18). Now removing

(32) a − 1 a a − 1 a − 2 =
a − 1 a − 2 a a − 1

steps k − 1 and k from s gives a valid up-down-tableau u of shape λ. Thus, looking
at the diagrams we see that zk,iΨ

s
t

is obtained from Ψu
t

via left multiplication with
a cup and a distant crossing. Now the claim follows from Proposition 4.22 for xk,i

and the first paragraph about distant crossings. ®

Proof of the case yk,i in Proposition 4.22. If in the k-th step of s a box is removed
and in the k + 1-th one is added, using (sR-4) we get yk,iΨ

s
t

= ±Ψu
t
, where u is

obtained from s via deleting steps k and k + 1.
If the k-th step adds a box and the k +1-th removes one, then yk,iΨ

s
t

= 0 by (sR-5).
If in the k-th and k + 1-th steps boxes are removed from s, let s′ be the up-down
tableaux, that is obtained from s by removing all the “cups” of s, i.e. it is the same
as s but whenever we would remove a box in s or add a box that later would be
removed we skip this step. Now Ψs

t = c · Ψs
′

t , where c is a diagram consisting of
cups (which might intersect). As the k-th and k + 1-th step both remove boxes,

we see that yk,i · Ψs
t = c′ · Ψs

′

t by (sR-4), where c′ also consists only of cups. The
statement then follows from Proposition 4.22 for xk,i and zk,i.
The remaining case to consider is when two boxes are added. But this case imme-
diately follows from (Ass<b), as yk,iΨ

s
t ∈ R<b. ®

We directly obtain from Corollary 4.21 and Proposition 4.22:

Corollary 4.23. Assume (Ass<b), then B≤b = R≤b holds in sRl

ε.

Proposition 4.24. The set B of up-down-basis elements is a spanning set for sRl

ε.

Proof. By Corollary 4.23 we know that all B≤b form two-sided ideals and by Corol-
lary 4.19 we see that all identities lie in some B≤b for some b. These two facts

together imply that the Ψs
t ∈ B span sRl

ε. ®

Corollary 4.25. In sRl

ε, any object i with a subsequence of the form (a, a) is zero.

Proof. This follows now directly from Proposition 4.24 and Corollary 4.16(a). ®

Corollary 4.26. Any nonzero object of sRl

ε is isomorphic to itλ for some λ ∈ Parl.

Proof. Let i be a nonzero object in sRl

ε. If it is the residue sequence of some up-
tableau, the statement follows. This is as all residue sequences for up-tableaux of
the same shape differ only by distant crossings (which are isomorphisms by (sR-6)).
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Otherwise, we can find a subsequence (i, i ± 1, i) in i by Corollary 4.16(c). By
Corollary 4.25 and (sR-7), we can do the following replacement

i i + 1 i

i i + 1 i

= −

i i + 1 i

i i + 1 i

,

i i − 1 i

i i − 1 i

=

i i − 1 i

i i − 1 i

.

In conjunction with (sR-4), we see that i is isomorphic to i′, where i′ is obtained
from i by replacing the subsequence (i, i±1, i) with i. We can repeat this argument
until we end up with a residue sequence of an up-tableau. ®

Remark 4.27. After the proof of the Cyclotomic equivalence we see, for instance
using Theorem 4.14, that the itλ for λ ∈ Parl are indeed all nonzero.

4.5. Some spectral theory. We first examine how generators of s
∨∨

l
interact with

the generalised eigenspaces:

Lemma 4.28. Let a, b, c, d ∈ R. In s
∨∨

l
the following holds:

(a) If ♭ea,b 6= 0 then b = a + 1, and if ec,d♭∗ 6= 0 then d = c − 1.
(b) If ec,dskea,b 6= 0 then (b, d) = (a+1, c−1) or (c, d) = (a, b) or (c, d) = (b, a).

Proof. Part (a) holds by (4) respectively (6). For (b) we deduce from (s
∨∨

-1) and
(5) the two equations ec,d(skyk + skyk+1)ea,b = ec,d(yk+1sk + yksk + 2♭♭∗)ea,b and
ec,d(skyk −skyk+1)ea,b = ec,d(yk+1sk −yksk −2)ea,b. If (b, d) 6= (a+1, c−1) then in
the first equation the cup-cap part vanishes and we get a+b = c+d. If (a, b) 6= (c, d)
then the second equation implies a − b = d − c, since the last term there vanishes.
Thus, ec,dskea,b 6= 0 implies (b, d) 6= (a+1, c−1) or (b, d) 6= (a+1, c−1) are satisfied,
or the two conditions a + b = c + d, a − b = d − c hold, that is (a, b) = (d, c). ®

Next we show diagonalizability of yk−1 induces diagonalizability of yk for any k ∈
N0:

Proposition 4.29. Assume Φ≤k−1 is an isomorphism. Then yk acts diagonalisably

on s
∨∨

l

≤k
.

Remark 4.30. If Φ≤k−1 is an isomorphism, then yk−1 acts diagonalisably for

s
∨∨

l

≤k−1 (since its preimage does so by Proposition 4.15), and ei1,...,i,i,...,ik−1
= 0.

Throughout the following proofs we will need the following technical result:

Lemma 4.31. Assume Φ≤k−1 is an isomorphism. Then we have for any i ∈ R,

x ∈ s
∨∨

l
, (i1, · · · , ik−2) ∈ Rk−2 that ei1,··· ,ik−2,i+1,ixei1,··· ,ik−2,i,i+1 = 0.

Proof. By Corollary 4.26, we know that ei1,··· ,ik−2
is isomorphic to ej1,...,jl

with

l ≤ k − 2, where j1, . . . , jl is the residue sequence of some tλ, λ ∈ Parl. As tλ

cannot have addable boxes of residue i and i + 1 at the same time, one of the
two idempotents must be conjugate to some ej′

1,··· ,j′
l′

with l′ < k − 2 (or zero

which directly implies the claim). Adding a snake to ei1,··· ,ik−2,i+1,ixei1,··· ,ik−2,i,i+1

and using the above conjugate idempotent, we obtain an idempotent of the form
ej′

1,··· ,j′
l′ ,a,a with a ∈ {i, i + 1} (i if the first idempotent is conjugate to a shorter

one, i + 1 if the second one is). In particular, ej′
1,··· ,j′

l′ ,a,a = by Corollary 4.25 as

Φ≤k−1 is an isomorphism. The statement follows. ®
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Proof of Proposition 4.29. It suffices to show the claim:

(33) ei1,...,ik
yk = ikei1,...,ik

for any ei1,...,ik
.

For k = 1, this holds by definition of s
∨∨

l
and the minimal polynomial (23) of y1.

Thus, let k > 1. We abbreviate e(a,b] := ei1,...ik−2,a,b and set j := ik−1, i := ik.
From (5) we get with e =

∑

a′,b′ e(a′,b′] the formula

(34) e(c,d]yke(a,b] = e(c,d]sk−1yk−1esk−1e(a,b] + e(c,d]sk−1e(a,b] + e(c,d]♭
∗♭e(a,b].

Note that the last summand vanishes in case (a, b) = (c, d) by Lemma 4.28.
Case j = i. If we take (a, b) = (c, d) = (i, i) in (34), only (a′, b′) = (i, i) mat-
ters by Lemma 4.28, and we get e(i,i](yk − i) = e(i,i]sk−1e(i,i], since yk−1 acts

diagonalisably by assumption. Now, (e(i,i](yk − i)e(i,i])
2n = 0 for n ≫ 0 whereas

(e(i,i]sk−1e(i,i])
2n = e(i,i] by Lemma 4.28 and (s

∨∨

-1). Thus, e(i,i] = 0.
Case j = i + 1. Consider (34) with (a, b) = (c, d) = (i + 1, i). By Lemma 4.28, only
the terms e(i,i+1] and e(i+1,i] matter for e. But by Lemma 4.31, actually the term
for e(i,i+1] vanishes as well and only e(i+1,i] remains. Then, we can use the same
argument as for the case j = i.
Case j = i−1. If we take now (a, b) = (c, d) = (i−1, i) in (34), only (a′, b′) = (i−1, i)
matters by Lemmas 4.28 and 4.31, and we can argue as for the above two cases.
Case j /∈ {i, i ± 1}. Let (a, b) ∈ {(i, j), (j, i)} and set z(a,b) := (sk−1 + 1

a−yk
)e(a,b].

Since the action of yk−1 is diagonalizable, (5) implies that ykz(a,b) = z(a,b)yk−1 =
az(a,b) and bz(a,b) = z(a,b)yk = yk−1z(a,b). In particular, e(b,a]z(a,b) = z(a,b). We get

z(b,a)z(a,b) = (sk−1 + 1
b−a

)(sk−1 + 1
a−b

)e(a,b] = (1 − 1
(a−b)2 )e(a,b]. Since a − b 6= ±1

and z(a,b)(yk − b)e(a,b] = 0, we get (yk − b)e(a,b] = 0 for (a, b) ∈ {(i, j), (j, i)}.
We showed that yk is diagonalizable. ®

The following two results follow directly from the proof of Proposition 4.29.

Corollary 4.32. If yk−1 acts diagonalisably on s
∨∨

l

≤k−1 , then ei1,...,ik−2,i,i = 0.

Corollary 4.33. If yk−1 acts diagonalisably on s
∨∨

l

≤k−1
, then ea,b((b − a)sk + 1) =

((b − a)sk + 1)eb,a given that a /∈ {b, b − 1}.

4.6. Proof of the Isomorphism Theorem. Now we are going to prove Theo-
rem 4.6. We will begin by outlining our strategy.

Consider the functor Φ: sRl

ε → Kar(s
∨∨

l
). This functor is filtered by the number

of strands, and we can consider its restriction Φ≤k to at most k strands (on either
side). We then will prove Theorems 4.6 and 4.12 by induction on k. For k = 1 this
is an easy calculation. Given the theorem for all k′ ≤ k, we will show that yk+1 act
diagonalisably and use this to check the relations involving the k + 1-st strand. For
both calculations we will use the basis of sRl

ε (on the first k − 1 strands) to exclude
and simplify many cases in the calculations.
From these considerations it will also follow that the functor is full and by arguments
from [AMR06] it follows that the spanning set of sRl

ε has the same size as a basis

for s
∨∨

l
(up to this filtration degree).

Proposition 4.34. Let k ∈ N0 and assume Φ≤k−1 is an isomorphism of algebras.
Then Φ≤k is a well-defined algebra homomorphism.
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Proof. If k = 1, the only relations are the cyclotomic relations (22) for sRl

ε and
(7) with (23) which exactly correspond to each other, and thus the functor is well-
defined (in this case the assumption is vacuous).
If k > 1 it suffices by assumption to verify the compatibility with the relations
involving the last strand. Recall from (29) that all dots in sRl

ε become zero which
fits with the fact that yk acts diagonalizable by Proposition 4.29. We can ignore all
terms involving dots in the relations, since they are zero and sent to zero. Again
we abbreviate e(a,b] := ei1,...ik−2,a,b, e(a,b,c] := ei1,...a,b,c.
Relation (sR-1): Both sides are zero and are sent to zero.
Relation (sR-2): The right-hand sides are sent to zero by Corollary 4.32 respectively
by Lemma 4.31 using that Φ≤k−1 is an isomorphism.
Relation (sR-3): We may assume that a 6= b, b + 1 as otherwise both sides are sent
to zero by definition. The LHS of the relation is (using Corollary 4.33) sent to

(35) ηa,b♭k−1((a − b)sk−2 + 1)e(a,b+1] = ηa,b♭k−1((a − b)sk−2)e(a,b+1].

Here, the second summand vanishes by Lemma 4.28. Similarly, the RHS is sent to

(36) ηb+1,a♭k−2((b + 1 − a)sk + 1)e(a,b+1] = ηb+1,a♭k−2((b + 1 − a)sk)e(a,b+1].

Now (35)=(36) holds by the defining property (ii) of the η’s and (2).
Relation (sR-4): By Lemma 4.28 the middle idempotent in the image is uniquely
determined by the outer idempotents and the compatibility follows from (s

∨∨

-5).
Relation (sR-5): The image is zero by (s

∨∨

-3) noting that ik−ik−1 = a−(a+1) = −1.
Relation (sR-6): The first case is clear by Corollary 4.32, the second and third
case follow from Lemma 4.31. For the remaining one note that the image of the
LHS is ηa,bηb,a((b − a)sk + 1)((a − b)sk + 1)e(a,b] by Corollary 4.33. This equals

ηa,bηb,a(1 − (a − b)2)e(a,b] by (s
∨∨

-1). By the first defining property of the η’s,

ηa,bηb,a(1 − (a − b)2) = 1 and the desired compatibility holds.
Relation (sR-7): First assume (a, b, c) 6= (a, a ± 1, a). Then the RHS is zero and
sent to zero. The left-hand side is mapped to zero if any of the pairs (a, b), (a, c),
(b, c) are of the form (i, i) or (i, i + 1) by definition of Φ. Otherwise, the image of
the first term is

ηa,b((b − a)sk−1 + 1)ηa,c((c − a)sk + 1)ηb,c((c − b)sk−1 + 1)

= ηa,bηa,cηb,c

(
1 + (b − a)(c − b)s2

k−1 + (c − a)sk + (b − a)sk−1 + (c − b)sk−1

+(c − a)(c − b)sksk−1 + (b − a)(c − a)sk−1sk + (b − a)(c − a)(c − b)sk−1sksk−1) ,

whereas the image of the second term equals

ηb,c((c − b)sk + 1) ◦ ηa,c((c − a)sk−1 + 1) ◦ ηa,b((b − a)sk + 1)

= ηb,cηa,cηa,b

(
1 + (c − b)(b − a)s2

k + (b − a)sk + (c − a)sk−1 + (c − b)sk

+(c − a)(b − a)sk−1sk + (c − b)(c − a)sksk−1 + (c − b)(c − a)(b − a)sksk−1sk) .

The two images agree in all expressions involving one or two si’s. The other terms
match by (s

∨∨

-1) and (s
∨∨

-2).
Next assume that (a, b, c) = (a, a ± 1, a). We need to show that

(37) e(a,a+1,a] = −e(a,a+1,a]♭
∗
k−1♭k−1e(a,a−1,a]♭

∗
k−2♭k−2e(a,a+1,a].
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We first rewrite e(a,a+1,a] by plugging in the relation (5) three times. We always
simplify using that the yj ’s act by scalars (and thus the double cross can be straight-
ened by (s

∨∨

-1)) and that certain cups or caps vanish because of Lemma 4.28.

e(a,a+1,a] = e(a,a+1,a]sk−2e(a,a+1,a] = e(a,a+1,a](−sk−1 − ♭∗
k−1♭k−1)sk−2e(a,a+1,i]

= −e(a,a+1,a]sk−1sk−2e(a,a+1,a] − e(a,a+1,a]sk−1♭∗
k−1♭k−1♭∗

k−2♭k−2e(a,a+1,a].

Only with the idempotent e(a,a−1a] in the middle, the last term is nonzero. Thus,
(37) follows if we show that e(a,a+1,a]sk−1sk−2e(a,a+1,a] = 0.
For this we observe that (again by (5), diagonalizability and Lemma 4.28)

e(a,a+1,a]sk−1e(a,a+1,a] = (a − (a + 1))e(a,a+1,a] = −e(a,a+1,a],(38)

e(a,a+1,a]sk−2e(a,a+1,a] = (a + 1 − a)e(a,a+1,a] = e(a,a+1,a],(39)

and compute (using Corollary 4.32 and Lemma 4.28 in the second and fourth step)

e(a,a+1,a]sk−1sk−2e(a,a+1,a]
(38)
= −e(a,a+1,a]sk−1sk−2e(a,a+1,a]sk−1e(a,a+1,a]

= − e(a,a+1,a]sk−1sk−2sk−1e(a,a+1,a]
(s

∨∨

-2)
= −e(a,a+1,a]sk−2sk−1sk−2e(a,a+1,a]

= − e(a,a+1,a]sk−2e(a,a+1,a]sk−1sk−2e(a,a+1,a]
(39)
= −e(a,a+1,a]sk−1sk−2e(a,a+1,a].

Therefore, e(a,a+1,a]sk−1sk−2e(a,a+1,a] = 0 and (37) is proven.
The case (a, b, c) = (a, a − 1, a) is treated analogously. ®

Proof of Theorem 4.6. We prove that Φ≤k is an isomorphism by induction on k.
For k = 0 there is nothing to show. Now assume the statement for k − 1. Then
Φ≤k is well-defined by Proposition 4.34. Furthermore, the spanning set B for sRl

ε

has the same size as a basis of s
∨∨

l
, see [AMR06, Lemma 5.1]. Hence, it suffices

to show that Φ≤k is full. For this let i ∈ Rm, ej ∈ Rn, m, n ≤ k. It is clear
that eiyjej ∈ im Ψ≤ for all 1 ≤ j ≤ k. By Lemma 4.28, we also have ei♭kej and
ei♭

∗
kej ∈ im Ψ≤k whenever they make sense. We claim that ejsk−1ei ∈ im Φ≤k.

By induction, it suffices to show that eiskej ∈ im Φ≤k for m = n = k − 1. If
ik /∈ {ik−1, ik−1 − 1} this is clear by definition of Φ≤k. If ik = ik−1 then ei = 0 by
Corollary 4.32 and there is nothing to do.
Thus, assume ik + 1 = ik−1 =: i. By Lemma 4.28, we have eisk−1ej = 0 un-
less (jk, jk−1) = (ik−1, ik) or (jk−1, jk) = (ik−1, ik). For the former, we have
e(i+1,i]sk−1e(i,i+1] = 0 by Lemma 4.31. For the latter, we get eiskej = eiej by

(5). Therefore, ejskei ∈ im Φ≤k as claimed. Similarly, if ik = ik−1 + 1 we have
eisk−1ej = 0 by Lemma 4.31 and thus eiskej = 0.
Altogether, im Ψ≤k contains a generating set for the morphism and thus Ψ≤k is full.
It follows that Ψ is an isomorphism. ®

4.7. Proof of the Basis Theorem and the Cyclotomic Equivalence.

Proof of Theorem 4.12. Since the cardinality of B equals the cardinality, see [AMR06,

Lemma 5.1], of a basis of s
∨∨

l
, the Basis Theorem follows from the Isomorphism

Theorem 4.6 and Proposition 4.24. ®

Proof of Theorem 4.8. By the Isomorphism Theorem 4.6 it is enough to show that
the functor is essentially surjective. Write 1 =

∑
ei for pairwise orthogonal nonzero

idempotents. We claim that ei is primitive for all i. If the claim holds we are done,
since then the image contains (up to equivalence) all primitive idempotents. By
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Corollary 4.26 we can restrict ourselves to the case i = iλ for λ ∈ Parl. Then the
claim follows from Theorem 4.14. (One could also directly use Theorem 4.14.) ®

5. Gradings, free Z-actions and categories of representations

Instead of working with (strict monoidal) gsVect-categories C, we could equivalently
work with (strict monoidal) sVec-categories CZ, but equipped with a free Z-action
given by (strict monoidal) isomorphisms 〈i〉, i ∈ Z, such that 〈i〉〈j〉 = 〈i + j〉.
More precisely we have the following, see [MOS09, (2.1)]:

Lemma 5.1. There is a correspondence

CatZ := {gsVect-categories} ↔ {sVec-categories with a free Z-action} =: CatZ

C 7→ CZ

CZ 7→C

Here, a Z-action means an action by automorphisms 〈i〉, i ∈ Z such that 〈i〉〈j〉 =
〈i + j〉 (and freely means that the stabilizer of every object is trivial).
In CZ, the objects are 〈i〉c, with i ∈ Z, c ∈ C and HomCZ(〈i〉c, 〈j〉c′) := HomC(c, c′)i−j .
The orbit category CZ has objects the orbits [c] of objects in C with a fixed represen-
tative ĉ. The morphisms are HomCZ

([c], [c′])i := HomCZ
(〈i〉ĉ, ĉ) = HomCZ

(ĉ, 〈−i〉ĉ).

Remark 5.2. One could work with any group G and with G-graded vector spaces
instead. If we work with G = Z/2Z and with Vec instead of sVec our notion of
supercategories turns into the notion of supercategories using free Z2-actions as
defined e.g. in [KKO13].

Concretely, in (sRε)Z, objects are 〈i〉a, i ∈ Z with a ∈ sRε and HomsRZ

ε
(〈i〉a, 〈j〉b) =

HomsRε
(a, b)i−j , the degree i − j morphisms in sRε. As monoidal supercategory

with Z-action, sRZ

ε is generated by objects a = 〈0〉a, a ∈ R, and morphisms
(f : a → 〈−i〉b) ∈ sVec for any (f : a → b) ∈ gsVect from (21) of degree i, sub-
ject to (sR-1)-(sR-7) interpreted in the same way.

Remark 5.3. Given C ∈ CatZ there is an equivalence (Cop)Z ∼= (CZ)op given by
〈i〉c 7→ 〈−i〉c noting that the following holds for morphisms Hom(Cop)Z(〈i〉c, 〈j〉d) =
HomCop (c, d)i−j = HomC(d, c)i−j = HomCZ(〈−j〉d, 〈−i〉c) = Hom(CZ)op(〈−i〉c, 〈−j〉d).

Remark 5.4. We can view CatZ and CatZ as categories with morphisms given by
functors compatible with the Z-action respectively by gsVect-functors2. Then the
correspondence from Lemma 5.1 extends to a functor

(40) CatZ → CatZ sending a morphism F : C → D to FZ : CZ → DZ,

with FZ defined as follows. On objects FZ([c]) = [F (c)] and f ∈ HomCZ
([ĉ1], [ĉ2])i =

HomC(〈i〉ĉ1, ĉ2) is sent to FZ(f) = F (f) ∈ HomDZ
(FZ([ĉ1]), FZ([ĉ2]))m1+i−m2 , where

mi ∈ Z for i = 1, 2 such that F (ĉi) = 〈mi〉F̂ (ĉi). Here we use that the Z-action is
free and that F (f) ∈ HomD(F (〈i〉ĉ1), F (ĉ2)) = HomD(〈i〉F (ĉ1), F (ĉ2)).

Warning 5.5. A gsVect-functor F : C → D might not have a preimage under (40).
The functors relevant for representation theory however usually have lifts. For
instance, the functors Σ and τ have graded lifts which are given on objects by

2Note that we do not take gsVect-functors here. Instead, we view any gsVect-category as a
gsVect-category.
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a 7→ 〈ǫ〉(a + 1) respectively a 7→ −〈ǫ〉a. For an example of the existence and
construction of graded lifts which are less obvious see e.g. [Str03].

Definition 5.6. A left (resp. right) C-module for C ∈ CatZ is a co(ntra)variant
gsVect-functor M : C → gsVect. The categories C-Rep (and Rep-C) of left (resp. right)
modules can again be viewed as gsVect-categories as explained in [Kel05]. These are

objects in CatZ with Z-action given by 〈i〉M(c) = 〈i〉(M(c)), where the Z-action
on gsVect is given by (〈i〉V )n+i = Vn for i, n ∈ Z.

A left (resp. right) C-module for C ∈ CatZ is a co(ntra)variant functor M : C →
sVec of sVec-categories. We denote by C-Rep (and Rep-C) the corresponding sVec-

category of left (resp. right) modules. This is an object in CatZ with Z-action given
by 〈i〉(M)(c) = M(〈−i〉c) (resp. 〈i〉(M)(c) = M(〈i〉c)).

Remark 5.7. We have Rep-C := Cop-Rep using the opposite category, [Kel05, §1.4].

The following are important examples of left and right modules:

Definition 5.8. Let C ∈ CatZ or C ∈ CatZ. The corresponding projective modules
are Pc := HomC(c, _) ∈ C-Rep and cP := HomC(_, c) ∈ Rep-C. The regular C-
modules C are defined as C =

⊕

c Pc ∈ C-Rep and C =
⊕

c cP ∈ Rep-C.

For readers who refer less categorical notions the following remark is important:

Remark 5.9. The data of a module M ∈ sRε-Rep or M ∈ Rep-sRε is, by taking
⊕

i M(i), equivalent to the data of an ordinary (locally unital) left, respectively
right, module for the electric KLR superalgebra from Definition 3.8. The notion of
projective and regular modules then boils down to the usual notion of projective
modules for a (locally unital) superalgebra.

Lemma 5.10. Let C ∈ CatZ and D ∈ CatZ. Then D-Rep can be viewed as object
in CatZ by setting (〈a〉M)(d) := 〈a〉(M(d)) and there are isomorphisms in CatZ:

(41)

C-Rep ∼= CZ-Rep

M 7→ MZ

MZ 7→M

and

D-Rep ∼= DZ-Rep

M 7→ MZ

MZ 7→M

Proof. In the first case let MZ([c]) = ⊕m∈ZM(〈−m〉ĉ) and MZ(〈m〉ĉ) = M([c])−m.

Any f ∈ HomCZ
([c], [c′])k defines an element in HomC(〈k−a〉ĉ, 〈−a〉ĉ′) for any a ∈ Z

and then in HomsVec(M(〈k − a〉ĉ), M(〈−a〉ĉ′)) = HomsVec(MZ([c])a−k, MZ([c′])a).
These maps, for a ∈ Z, are the components of MZ([c])(f).

Conversely, if f ∈ HomC(〈m〉ĉ, 〈n〉ĉ′) = HomCZ
([c], [c′]))m−n we get MZ(f) =

M(f) ∈ HomsVec(M([c])−m, M(c′)−n) = HomsVec(M
Z(〈m〉ĉ), MZ(〈n〉ĉ′)). We omit

checking that these define the isomorphisms. The second case is analogous. ®

Remark 5.11. Consider the case D = sRε or D = sRl

ε. Under the second isomor-

phism (41) the projective module 〈m〉P
(l)
i correspond to P

(l)
〈m〉i

for m ∈ Z.

Notation 5.12. Let C ∈ CatZ. Given an additive subcategory A of C-Rep closed
under the Z-action, we denote by K ′

0(A) the usual additive Grothendieck group.
This is a Z[q, q−1]-module by identifying q with 〈1〉 in case A is invariant under the
Z-action. We write then K0(A) := Q(q) ⊗Z[q,q−1] K ′

0(A).

This definition applies in particular to the following categories:
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Definition 5.13. For C ∈ CatZ let C-proj be the idempotent closed additive sub-
category of C-Rep generated by the projectives Pc, c ∈ C. Given C ∈ CatZ we write
by abuse of language C-proj for the category D-proj where D = CZ.

Remark 5.14. The identity on objects and morphisms defines a contravariant
functor id: sRε → sRop

ε which induces via Remark 5.3 a contravariant functor

sRZ

ε → (sRZ

ε )op. It induces a q-antilinear map on K0 of the representation cate-
gories.

6. Projective modules for the (cyclotomic) electric KLR algebras

In this section we study the category of projective modules for sRε and sRl

ε with
their Grothendieck groups. We start with some definitions.

Definition 6.1. Let sRε-proj be the idempotent closed additive subcategory of
sRε-Rep generated by the projectives Pi. Similarly, we define sRl

ε-proj for sRl

ε

and denote here the projective module associated with i as P l

i to indicate the

dependence on l. Let proj-sRε, proj-sRl

ε be the analogues for right modules.

Similarly, let sRε-projZ be the idempotent closed additive subcategory of sRZ

ε -Rep
generated by the projectives P〈m〉i, m ∈ Z.

Notation 6.2. Given sVec-categories C and D, we denote by C ⊠ D the Deligne–
Kelly tensor product of C and D. Given M ∈ C-Rep, N ∈ D-Rep, we have the outer
tensor product M ⊠ N ∈ C ⊠ D-Rep given by M ⊠ N(c, d) := M(c) ⊗ N(d).

Remark 6.3. More precisely, objects of C ⊠ D are pairs (c, d) with c ∈ C, d ∈ D
and HomC⊠D((c, d), (c′, d′)) = HomC(c, c′) ⊗ HomD(d, d′). The tensor product is in
gsVect or gsVect if the original categories were enriched in these. For details on the
abstract definition see [Kel05, 6.5]. Note that this construction is compatible with
Lemma 5.1 in the sense that (C ⊠ D)Z ∼= CZ ⊠ DZ and (C ⊠ D)Z ∼= CZ ⊠ DZ.

6.1. Tensor products of projective modules for sRε and sRl

ε. Using hori-
zontal stacking of diagrams in sRε we have a canonical map sRε ⊠ sRε → sRε

which allows us to view the regular module sRε as a (sRε, sRε ⊠ sRε)-bimodule. As
in [KL09, §2.6] this provides induction and restriction functors and the following
definition:

Definition 6.4. For M, N ∈ sRε-Rep define their tensor product

(42) M · N := indsRε

sRε⊠sRε
M ⊠ N ∈ sRε-Rep.

The tensor product M · N of two right sRε-modules is defined similarly.

The following statements about sRε-proj and proj-sRε are clear from the definitions:

Lemma 6.5. We have Pi ·Pj
∼= Pij and iP ·jP ∼= ijP . In particular, K0(sRε-proj)

and K0(proj-sRε) are Q(q)-algebras with multiplication given by tensor product.

Remark 6.6. The tensor product · provides a monoidal structure on sRε-proj with
unit object 1 = P∅. Moreover, sRl

ε-Rep is a right module category over sRε-proj,

see Lemma 6.8 below. The same holds for proj-sRε with 1 = ∅P and Rep-sRl

ε.

Notation 6.7. For any object i in sRε let P l

i ∈ sRl

ε-Rep and iP
l ∈ Rep-sRl

ε be the
corresponding projective module (in contrast to Pi ∈ sRε-Rep and iP ∈ Rep-sRε).
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Horizontal stacking of diagrams gives a morphism sRl

ε ⊠ sRε → sRl

ε. Thus, given

M ∈ sRl

ε-Rep and N ∈ sRε-Rep we obtain M · N := ind
sRl

ε

sRl

ε⊠sRε
M ⊠ N ∈ sRl

ε-Rep.

Similarly, for right modules. The following is immediate from the definitions.

Lemma 6.8. We have P l

i · Pj
∼= P l

ij and iP
l · jP ∼= ijP l. In particular, the tensor

product turns K0(sRl

ε-proj) into a right module for K0(sRε-proj) and K0(proj-sRl

ε)
into a right module for K0(proj-sRε).

Definition 6.9. For λ ∈ Parl let P l

λ
:= P l

i
tλ

and λP l :=
i
⊛

tλ

P . From Theorem 4.14,

we also get the left standard module ∆λ ∈ sRl

ε-Rep and the right standard sRl

ε-

module λ∆ ∈ Rep-sRl

ε defined as the respective quotients by all morphism which
factor through some Pµ with µ < λ.

Lemma 6.8 does in fact not require the level to be generic. If it is however generic,
then P l

i = 0 or we find λ ∈ Parl such that P l

i
∼= P l

λ, see Corollary 4.26, similarly
for right modules. This observation should motivate the following:

Lemma 6.10. The following sets each from a Z-basis:

for K ′
0(sRl

ε-proj) : {[〈i〉P l

λ] | λ ∈ Par, i ∈ Z}, {[〈i〉∆λ] | λ ∈ Par, i ∈ Z},

for K ′
0(proj-sRl

ε) : {[〈i〉λP l] | λ ∈ Par, i ∈ Z}, {[〈i〉λ∆] | λ ∈ Par, i ∈ Z},

and the sets {[P l

λ]}, {[∆λ]}, {[λP l]}, {[λ∆]} with λ ∈ Par form Q(q)-bases of K0.

Proof. The statements for [P l

λ] follow directly from Theorem 4.14. By definition
of ∆λ and the upper-finite labelling set, the “base change” matrix is upper trian-
gular with 1’s on the diagonal and only finitely many non-zero entries in each row.
Therefore, it is invertible and the [∆λ] form a basis as well. Alternatively, one could
apply [Bru25, Theorem 8.3]. The same arguments work for right modules. ®

6.2. Bar involutions and pairings. Given a gsVect-category and M, N ∈ C-Rep
we define HOMC-Rep(M, N) :=

⊕
HomC-Rep(M〈i〉, N) ∈ gsVect which is the space

of morphisms when C-Rep is viewed as a gsVect-category.
For a graded (super)vector space V = ⊕n∈ZVn with Vn = 0 for n ≪ 0 we let
gdim(V ) =

∑
dim Vnqn ∈ N[q−1][[q]] be its graded dimension.

Definition 6.11. Define the grading-reversing contravariant functor

: sRε-proj → proj-sRε, P := HOMsRε
(P, sRε).

It satisfies Pi〈a〉 = iP 〈−a〉. It descends to a functor : sRl

ε-proj → proj-sRl

ε which
satisfies the analogous property on projectives P l.

We also define : proj-sR(l)
ε → sRε-proj(l) by the same formula. It satisfies iP 〈a〉 =

Pi〈−a〉 and descends again to the cyclotomic quotients.

In particular, we have P = P for any left or right sRε or sRl

ε-module P . This is
why we also call this functor Bar involution.

The following is immediate from the monoidality of .

Lemma 6.12. The Bar involutions on sRl

ε-proj and sRε-proj are compatible with

the right module structure, that is M · N ∼= M ·N for M ∈ sR(l)
ε -proj, N ∈ sRε-proj.

The same holds true for the right sRε-proj-module structure on proj-sRl

ε.
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Definition 6.13. We define a q-bilinear pairing

(_, _): K0(proj-sRl

ε) ⊗ K0(sRl

ε-proj) → Q(q),

[P ′] ⊗ [P ] 7→ gdim(P ′ ⊗sRl

ε
P ).

Remark 6.14. The pairing (_, _) is related to the HOM pairing as follows. Given

P and Q ∈ sRl

ε-proj we have

gdim HOMsRl

ε
(P, Q) = (P , Q).

For two P ′ and Q′ ∈ proj-sRl

ε we have

(43) gdim HOMsRl

ε
(P ′, Q′) = (Q′, P ′).

The next lemma essentially follows from (sR-4), but we prove it to make sure that
all the grading shifts agree.

Lemma 6.15. The bilinear form satisfies

([P ′] · [Q], [P ]) = ([P ′], [P ] · [Σ(Q)])

Proof. We may assume that P ′ = jP , P = Pi and Q = kP . Then we have
P ′ · Q = jkP and P · Σ(Q) = P · Pk+1〈−ǫ〉 = Pik+1〈−ǫ〉. And thus,

jkP ⊗sRl

ε
Pi = HOMsRl

ε
(i, jk) = HOMsRl

ε
(ik+1, j)〈−ǫ〉 = jP ⊗sRl

ε
Pik+1〈−ǫ〉. ®

6.3. Relations in Grothendieck groups. As preparation for the categorification
results in the next section we calculate some crucial relations in K0(sRε-proj) and
K0(proj-sRε). For this we extend the parameters bij from Definition 2.1 to i, j ∈ R:

Definition 6.16. For i, j ∈ R let bij = −2 if j = i, i + 1, let bij = 0 if |i − j| /∈ Z,
and set bij = 4 · sgn(j − i)(−1)j−i otherwise.

Proposition 6.17. In sRε-proj and proj-sRε we have for any i 6= j ∈ R:

Piji〈1〉 ⊕ Piji〈−1〉 ∼= Piij〈3〉 ⊕ Pjii〈−3〉 ⊕ Pi〈ǫ + 1〉 ⊕ Pi〈ǫ − 1〉 if j = i + 1,

Piji〈1〉 ⊕ Piji〈−1〉 ∼= Piij〈−3〉 ⊕ Pjii〈3〉 ⊕ Pi〈ǫ + 1〉 ⊕ PiP 〈ǫ − 1〉 if j = i − 1,

ijiP 〈1〉 ⊕ ijiP 〈−1〉 ∼= iijP 〈−3〉 ⊕ jiiP 〈3〉 ⊕ iP 〈ǫ − 1〉 ⊕ iP 〈−ǫ − 1〉 if j = i + 1,

ijiP 〈1〉 ⊕ ijiP 〈−1〉 ∼= iijP 〈3〉 ⊕ jiiP 〈−3〉 ⊕ iP 〈1 − ǫ〉 ⊕ iP 〈−1 − ǫ〉 if j = i − 1,

Pij
∼= Pji〈bij〉 and ijP ∼= jiP 〈−bij〉 otherwise.

Proof. The morphism

i j

j i

has degree bij = −bji. It defines homogeneous degree

0 maps Pji → PijP 〈bji〉 and ijP → jiP 〈−bij〉. Since both are isomorphisms by
(sR-6) the first two claims follow.
Of the remaining relations we will only prove the first one as they are all similar.
For this let j = i + 1 and consider

B1 : Piij〈3〉 ⊕ Pjii〈−3〉 ⊕ Pi〈1 + ǫ〉 ⊕ Pi〈1 + ǫ〉 → Piji〈1〉 ⊕ Piji〈−1〉

B0 : Piji〈1〉 ⊕ Piji〈−1〉 → Piij〈3〉 ⊕ Pjii〈−3〉 ⊕ Pi〈1 + ǫ〉 ⊕ Pi〈1 + ǫ〉

given by the matrices
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B1 =









−
i j i

i i j

i j i

j i i

−
i j i

i

0

i j i

i i j

−
i j i

j i i

0 −
i j i

i









, B0 =




















i i j

i j i

i i j

i j i

j i i

i j i

j i i

i j i

i

i j i

0

0
i

i j i




















.

Note that all the entries are homogeneous and provide two degree zero maps. They
are mutually inverses by Lemma B.1 in Appendix B. ®

7. Categorification Theorems

In this section we finally apply our results to deduce some categorification results.

7.1. A categorification of the q-ǫlectrical algebra. The first result is the fol-
lowing q-ǫlectric Categorification Theorem analogous to [KL09], [Rou08]:

Theorem 7.1. There are Q(q)-linear algebra isomorphisms

Φq : elǫq → K0(sRε(Z)-proj) Φq−1 : elǫq−1 → K0(proj-sRε(Z)),

Ei 7→ [Pi], Ei 7→ [iP ].

An important step in the proof is to establish the well-definedness of the maps.

Proof of q-electric Categorification Theorem. By Proposition 6.17 the assignments
extend to a well-defined algebra homomorphism. Recall from Lemma 2.7 that the
algebra elǫq is a filtered with Ei1 · · · Eik

in filtration degree k. On the other hand
sRε(Z)-proj is a filtered category in the sense of [FLP23, Section 4.3], where Pi1...ik

sits in filtration degree k. This induces a filtration on K0(sRε(Z)-proj) so that Φq

is actually a morphism of filtered algebras. We obtain a commutative diagram in
vector spaces with vertical isomorphisms:

elǫq K0(sRε(Z)-proj)

gr elǫq gr K0(sRε(Z)-proj)

Φq

gr gr

gr Φq

Thus, it suffices to show that gr Φq is an isomorphism. Now by [FLP23, Theo-
rem 4.19] we know that gr K0(sRε(Z)-proj) ∼= K0(gr sRε(Z)-proj). The category
gr sRε(Z)-proj arises by quotienting out everything that factors through a lower
filtration degree. In our case this means that we kill every cup and cap. From the
defining relations (sR-1)-(sR-7) we see that gr(sRε(Z)-proj) is equivalent to R−proj
from [KL09] if we ignore the Z-grading. On the other hand, the algebra gr elǫq is
by Lemma 2.7 up to a different q-shifts exactly the algebra f from [KL09]. One
quickly checks that the q-shifts match the different grading. Then, the statement
follows from [KL09, Theorem 1.1]. ®
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7.2. Categorified involutions.

Theorem 7.2 (Compatibilities Theorem). The following diagrams commute:

elǫq K0(sRε(Z)-proj)

elǫq−1 K0(proj-sRε(Z))

Φq

Φ
q−1

, elǫq K0(sRε(Z)-proj)

elǫq−1 K0(proj-sRε(Z))

Φq

σ Σ

Φ
q−1

.

Proof. For the commutative diagrams, it suffices to check the claim for Ei. We have
Pi = iP , whence the left diagram commutes. Similarly, Σ(Pi) = i+1P 〈−ǫ〉. ®

The classes [Pi] and [iP ] provide a canonical basis of elǫq respectively elǫq−1 .

Remark 7.3. Alternatively one could work directly with the additive closure of
the Karoubian closure of sRε(Z) and take its K0. Then the bar involution is
categorified via the functor in Remark 5.14, whereas σ and τ from Lemmas 2.5
and 2.6 are categorified by Σ and τ respectively from Lemma 3.9.

7.3. Categorification of the q-ǫlectrical Fock spaces. We next categorify the
l = 1 (dual) Fock space of charge zero. We show that the right sRε(Z)-proj-module

structure on sRl

ε(Z)-proj categorifies the right action of elǫq on F , similarly for the

right proj-sRε(Z)-module structure on proj-sRl

ε(Z) and the action of elǫq−1 on F⊛.

Theorem 7.4 (Fock space categorification). The q-linear map

Ψ: F → K0(sRl

ε(Z)-proj), vλ 7→ [∆λ]

is an isomorphism and the following diagram is commutative:

Fδ ⊗ elǫq Fδ

K0(sRl

ε(Z)-proj) ⊗ K0(sRε(Z)-proj) K0(sRl

ε(Z)-proj)

Ψ⊗Φδ Ψ

Proof. The first part is obvious from Lemma 6.10. For the second part we need to
compute [∆λ][Pi]. The module ∆λ has a basis given by B

s

tλ . The module Pλ has a

basis given by all B
s
t , where resl t = iλ. Additionally, Pλ.Pi has a basis given by all

B
s
t

where resl t = iλi. Therefore, ∆λ.Pi has a basis given by B
s
t

where resl t = iλi
but only in the last step of t a box might be removed. Now all such B

s
t where the

last step removes a box form a submodule of ∆λ.Pi. This is nonzero if and only if
λ has a removable box of content i − 1 in which case it is isomorphic to ∆λ⊖ 〈d〉,

where d is the degree of the diagram

i1 il−1 il+1 iki − 1 i

. . .
. . .

and if was in row r,

then l = λ1 + · · · + λr. The quotient of ∆λ.Pi by this submodule is nonzero if
and only if λ admits an addable box β of residue i, in which case this quotient is

isomorphic to ∆λ⊕β〈d′〉, where d′ is the degree of the diagram

i1 il il+1 ik i

. . .
. . .

and if β is added in row r, then l = λ1 + · · · + λr .
It remains to check that d and d′ give the same degree shifts as the K appearing
in the comultiplication of Ei. Observe that we act (by our implicit choice of tensor
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product) on vλj +1−j by Kβi
if 1 − j is even and by Kβ′

i
if 1 − j is odd. This

means that we get q0 contribution for every even λj , a q(−1)i4 contribution for even

1 − j and odd λj and q(−1)i+14 contribution for odd 1 − j and odd λj . In other

words every even λj gives a q0 contribution and every odd λj gives a q(−1)i+1−j4

contribution. On the other hand, observe that the crossings swap i with rows λk,
λk−1 until λr+1 (if λ has k rows). Now if λj is even, swapping with this row gives
degree 0. If λj is odd, as in the even case, consecutive pairs of crossings cancel in

their degree, and we are left with the degree of
1 − j i

. This has exactly degree

4(−1)i+1−j as i > 1 − j and the diagram in the theorem commutes. ®

Theorem 7.5 (Dual Fock space categorification). The q-linear map

Ψ′ : F
⊛ → K0(proj-sRl

ε(Z)), vλ 7→ [λ∆]

is an isomorphism and the following diagram is commutative:

F⊛ ⊗ elǫq−1 F⊛

K0(proj-sRl

ε(Z)) ⊗ K0(proj-sRε(Z)) K0(proj-sRl

ε(Z)).

Ψ′⊗Φ
q−1 Ψ′

Proof. This is similar to the left module version from Theorem 7.4. ®

Proposition 7.6 (Compatibility with bar involution). The following diagram com-
mutes.

Fδ F
⊛

δ

K0(sRl

ε(Z)-proj) K0(proj-sRl

ε(Z)).

Ψ′ Ψ

Proof. The vector space Fδ is generated by v∅ as an elǫq-module. ®

Remark 7.7. The canonical basis of elǫq−1 resp. elǫq−1 induces a canonical basis of

Fδ and F
⊛

δ . They correspond to the classes [P l

i ] and [iP
l] respectively.

Proposition 7.8 (Compatibility with pairing). We have (w, v) = (Φl

q

′
(w), Φl

q(v))

for all w ∈ F
⊛

δ , v ∈ Fδ.

Proof. It suffices to check that ([λ∆], [∆µ]) = δλµ. But this is immediate from

Theorem 4.14 and (43) using that projective sRl

ε-modules have ∆-flags and the
Ext-vanishing, see [BS21, Theorem 3.14], between ∆’s and ∇’s. ®

7.4. Universal categorification and higher level Fock spaces. To incorporate
δ and higher level Fock spaces we work now with sRε(R) instead of sRε(Z).

Definition 7.9. The universal electric algebra Q(q)-algebra elǫq(R) is generated by
Ei, i ∈ R, with relations (ǫl-1), (ǫl-2), (ǫl-3) using Definition 6.16.

For a fixed level l and a generic charge vector δ, see Notation 1.6, set R(l, δ) =
⋃l

j=1(δj + Z1) ⊂ R. We consider the full monoidal supersubcategory sRε(l, δ) =

sRε(R(ℓ, δ)) of sRε(R) with objects sequences of elements in R(l, δ). We also let

sRl

ε(δ) be the associated level l cyclotomic quotient.
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Denote by elǫq(l, δ) the Q(q)-algebra generated by the Ei for i ∈ R(l, δ). In particu-
lar, elǫq(1, δ) = elǫq if δ1 ∈ Z and elǫq(l, δ) ∼= elǫq ⊗· · ·⊗elǫq, the l-fold tensor product of
elǫq, since δ is generic. Similarly define elǫq−1 (l, δ) with elǫq−1 (l, δ) ∼= elǫq−1 ⊗· · ·⊗elǫq−1 .

With these definitions we obtain as in Theorem 7.1 directly the following:

Theorem 7.10 (Universal categorification). There are algebra isomorphisms

Φq : elǫq(l, δ) → K0(sRε(l, δ)-proj) Φq−1 : elǫq−1 (l, δ) → K0(proj-sRε(l, δ)),

Ei 7→ [Pi], Ei 7→ [iP ].

Recall from Definition 2.56 the higher level Fock space Fδ,l.

Theorem 7.11 (Higher level Fock space categorification). The q-linear map

Ψl : Fδ,l → K0(sRl

ε(δ)), vλ 7→ [∆λ]

is an isomorphism and the following diagram is commutative:

Fδ,l ⊗ elǫq(l, δ) Fδ,l

K0(sRl

ε(δ)-proj) ⊗ K0(sRε(l, δ)-proj) K0(sRl

ε(δ)-proj).

Ψl⊗Φq Ψl

Proof. The proof of Theorem 7.4 can be just copied. ®

Similar to Definition 2.56 there is the higher level dual Fock space

F
⊛
δ,l = F

⊛
δ1

⊗ · · · ⊗ F
⊛
δl

of level l and charge δ. Theorem 7.5 directly generalises to the following

Theorem 7.12 (Higher level dual Fock space categorification). The q-linear map

Ψ′
l : F

⊛
δ1

⊗ · · · ⊗ F
⊛
δl

→ K0(proj-sRl

ε(δ)), vλ 7→ [λ∆]

is an isomorphism and the following diagram is commutative:

F⊛ ⊗ elǫq−1 (l, δ) F⊛

K0(proj-sRl

ε(δ)) ⊗ K0(proj-sRε) K0(proj-sRl

ε(δ)).

Ψ′
l
⊗Φ

q−1 Ψ′
l

Proof. The proof of Theorem 7.5 can be just copied. ®

Remark 7.13. We consider in this article only generic charge vectors, see Nota-
tion 1.6. This allows to distinguish the components of a multi-partition. In fact, the
charge uniquely determines the corresponding component and the combinatorics of
different components do not interact with each other. Correspondingly, the factors
in the Fδ1 ⊗· · ·⊗Fδl and F

⊛
δ1

⊗· · ·⊗F
⊛
δl

are independent in the sense that elǫq(l, δ)

respectively elǫq−1 (l, δ) act componentwise.

Remark 7.14. Via Theorem 4.6 we could alternatively use modules over the super
Brauer algebras for the categorification of Fock spaces and thus also categories of
representations of the periplectic Lie superalgebras. By [Cou18b, Corollary 7.3.2],
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the categories of finite dimensional representations of p(n) are equivalent to a sub-
quotient category of the categories categorifying the Fock spaces. Each p(n) corre-
sponds to a layer in a filtration on Fδ. For another realization in terms of periplectic
Khovanov algebras see [Neh24, Theorem 6.6].

Remark 7.15. One might want to define and study more involved arbitrary higher
level Fock spaces generalizing work of Uglov, [Ugl00], to the electric Lie algebra
setting. We expect that these can be categorified using parabolic category O for
the periplectic Lie superalgebras. For this parabolic category O needs to be revisited
and studied in more detail first extending e.g. the works [CC20], [CP24].

Appendix A. Proofs of some results from Section 2

In this section we collect some technical proofs of statements from Section 2.

A.1. Proof of Lemma 2.13.

Proof. All the maps clearly satisfy the Hopf algebra conditions if we show that they
are well-defined, i.e. compatible with the relations. For ε, this is a straight-forward
calculation which is omitted. For ∆, the compatible with (1−) and (2−) is obvious.
For (3−), we calculate

∆(Kλ)∆(Fi) = Kλ ⊗ KλFi + KλFi ⊗ KλKβi

= q〈λ,α∨
i 〉(Kλ ⊗ FiKλ + FiKλ ⊗ Kβi

Kλ) = q〈λ,α∨
i 〉∆(Fi)∆(Kλ).

For (4−), we assume |i − j| > 1 and compute

∆(Fi)∆(Fj) = 1 ⊗ FiFj + Fj ⊗ FiKβj
+ Fi ⊗ Kβi

Fj + FiFj ⊗ Kβi+βj

= qbij 1 ⊗ FjFi + q〈βj ,α∨
i 〉Fj ⊗ Kβj

Fi + q−〈βi,α∨
j 〉Fi ⊗ FjKβi

+ qbij FjFi ⊗ Kβj+βi

= qbij ∆(Fj)∆(Fi).

Here we used that bij = −bji if |i − j| > 1, see Remark 2.2.
Of the remaining Serre relations (5−) and (6−) we only consider one, since the
arguments are similar. We calculate the parts:

∆(F 2
i Fi+1) = 1 ⊗ F 2

i Fi+1 + Fi+1 ⊗ F 2
i Kβi+1 + Fi ⊗ FiKβi

Fi+1 + Fi ⊗ Kβi
FiFi+1

+ FiFi+1 ⊗ FiKβi
Kβi+1 + FiFi+1 ⊗ Kβi

FiKβi+1 + F 2
i ⊗ K2βi

Fi+1

+ F 2
i Fi+1 ⊗ K2βi+βi+1

= 1 ⊗ F 2
i Fi+1 + Fi+1 ⊗ F 2

i Kβi+1 + (q−4 + q−2)Fi ⊗ FiFi+1Kβi

+ (1 + q2)FiFi+1 ⊗ FiKβi
Kβi+1 + q−8F 2

i ⊗ Fi+1K2βi

+ F 2
i Fi+1 ⊗ K2βi+βi+1 .

∆(FiFi+1Fi) = 1 ⊗ FiFi+1Fi + Fi ⊗ FiFi+1Kβi
+ Fi+1 ⊗ FiKβi+1Fi

+ Fi ⊗ Kβi
Fi+1Fi + Fi+1Fi ⊗ FiKβi+1Kβi

+ F 2
i ⊗ Kβi

Fi+1Kβi

+ FiFi+1 ⊗ Kβi
Kβi+1Fi + F 2

i Fi+1 ⊗ K2βi+βi+1

= 1 ⊗ FiFi+1Fi + Fi ⊗ FiFi+1Kβi
+ q2Fi+1 ⊗ F 2

i Kβi+1

+ q−2Fi ⊗ Fi+1FiKβi
+ Fi+1Fi ⊗ FiKβi+1Kβi

+ q−4F 2
i ⊗ Fi+1K2βi

+ q4FiFi+1 ⊗ FiKβi
Kβi+1 + F 2

i Fi+1 ⊗ K2βi+βi+1 .

∆(Fi+1F 2
i ) = 1 ⊗ Fi+1F 2

i + Fi ⊗ Fi+1FiKβi
+ Fi ⊗ Fi+1Kβi

Fi + Fi+1 ⊗ Kβi+1F 2
i
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+ F 2
i ⊗ Fi+1K2βi

+ Fi+1Fi ⊗ Kβi+1FiKβi

+ Fi+1Fi ⊗ Kβi+1Kβi
Fi + Fi+1F 2

i ⊗ K2βi+βi+1

= 1 ⊗ Fi+1F 2
i + (1 + q2)Fi ⊗ Fi+1FiKβi

+ q4Fi+1 ⊗ Kβi+1F 2
i

+ F 2
i ⊗ Fi+1K2βi

+ (q2 + q4)Fi+1Fi ⊗ FiKβi+βi+1

+ Fi+1F 2
i ⊗ K2βi+βi+1

Now the first terms from each term give zero thanks to the Serre relation in the
second tensor factor. The same for the last term thanks to the Serre relation in the
first tenor factor. But then also all other terms cancel (remember to multiply the
three cases by q3, −[2] and q−3 respectively!). This shows that ∆ is well-defined.
For S we compute

S(KλFi) = S(Fi)S(Kλ) = −FiK−βi
K−λ = −q−〈λ,α∨

i 〉K−λFiKβi
= S(q−〈λ,α∨

i 〉FiKλ),

S(FiFj) = FjK−βj
FiK−βi

= qbij +bji−bji FiK−βi
FjK−βj

= S(qbij FjFi),

For the Serre relations (5−), and similarly for (6−), we calculate

S(q3F 2
i Fi+1 − [2]FiFi−1Fi + q−3Fi+1F 2

i )

= − q3Fi+1Kβi+1(FiKβi
)2 + [2]FiKβi

Fi+1Kβi+1FiKβi
− q−3(FiKβi

)2Fi+1Kβi+1

= − q3−6Fi+1F 2
i K2βi+βi+1 + [2]FiFi+1FiK2βi+βi+1 − q−3+6F 2

i Fi+1K2βi+βi+1 = 0.

And therefore, S is also well-defined and Lemma 2.13 is proven. ®

A.2. Proof of Proposition 2.21.

Proof. The statement is clear for ∆ and ε. For S, it suffices to show that

S(aKλ ⊗ b) = S(a ⊗ Kλb)

holds in U−
q ⊗U0 U+

q for any a ∈ U−
q , b ∈ U+

q , λ ∈ X .
By definition of S in Corollary 2.19 we get that

(44) S(aKλ ⊗ b) = (1 ⊗ S(b))(S(aKλ) ⊗ 1) = (1 ⊗ S(b))(K−λ ⊗ 1)(S(a) ⊗ 1)

since S is an antipode on the factors and U−
q and U+

q are subalgebras. Similarly,

(45) S(a ⊗ Kλb) = (1 ⊗ S(Kλb))(S(a) ⊗ 1) = (1 ⊗ S(b))(1 ⊗ K−λ)(S(a) ⊗ 1).

Since (44)=(45) in U−
q ⊗U0 U+

q , we showed that S is U0-balanced.

It remains to consider the multiplication. It is U0-balanced if the equalities

(1 ⊗ Kλ)(a ⊗ 1) = (Kλa ⊗ 1) and (1 ⊗ b)(Kλ ⊗ 1) = (1 ⊗ bKλ)(46)

hold in U−
q ⊗U0 U+

q for any a ∈ U−
q , b ∈ U+

q , λ ∈ X . By linearity, it suffices to

assume a = Ka for some K ∈ U0 and some monomial a = Fi1 · · · Fir
in the Fis.

Note that then the term 〈a′
(3), b(3)〉 in (12) can only get nonzero contributions from

monomial summands in a′
(3) which are contained in U0, i.e. contain no Fis. Similarly,

for a′
(1) using the term 〈S−1(a′

(1)), b(1)〉. By the definition of ∆ in Lemma 2.13 this

implies that only a′
(1) = K, a′

(2) = Ka, a′
(3) = K

∏r
j=1 Kβij

contributes. Thus,

(1 ⊗ Kλ)(a ⊗ 1) = 〈K−1, Kλ〉Ka ⊗ Kλ〈K
r∏

j=1

Kβij
, Kλ〉 = 〈

r∏

j=1

Kβij
, Kλ〉a ⊗ Kλ.

This simplifies in U−
q ⊗U0 U+

q to qca ⊗ Kλ = qcaKλ ⊗ 1 = qcKaKλ ⊗ 1 with

c =
∑r

j=1(βij
, λ). But KaKλ is by (1−) and (3−) equal to qdKλa ⊗ 1 where
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d =
∑r

j=1〈λ, αij
〉 = −

∑r
j=1(βij

, λ) = −c. Thus, the first equality in (46) holds.
The second can be shown analogously using Eis instead of Fis. Therefore, the
multiplication is U0-balanced, and U−

q ⊗U0 U+
q is a Hopf algebra. ®

A.3. Proof of Theorem 2.25.

Proof. To prove Theorem 2.25 we need to show that we get a well-defined injective
algebra homomorphism. We first check consistency with the relations of elǫq.
For (ǫl-1) we have

j(Ei) j(Ej) = (Fi + qǫ−1Ei−1K−αi−1)(Fj + qǫ−1Ej−1K−αj
)

= FiFj + qǫ−1Ei−1K−αi−1Fj + qǫ−1FiEj−1K−αj
+ q2ǫ+2Ei−1K−αi−1Ej−1K−αj

= qbij FjFi + qǫ−1−bi−1,j FjEi−1K−αi−1 + qǫ−1+bj−1,i Ej−1K−αj
Fi

+ q2ǫ+2+bi−1,j−1 Ej−1K−αj
Ei−1K−αi−1

= qbij FjFi + qǫ−1+bij FjEi−1K−αi−1 + qǫ−1+bij Ej−1K−αj
Fi

+ q2ǫ−2+bi,j Ej−1K−αj
Ei−1K−αi−1

= qbij (Fj + qǫ−1Ej−1K−αj
)(Fi + qǫ−1Ei−1K−αi−1 ) = j(Ej) j(Ei).

Here we used that bi+k,j+k = bij and bk−1,l = bl,k, see Remark 2.2.
For (ǫl-2), we first compute the result R of j applied to the left-hand side of (ǫl-2).
We break the task into pieces. Piece 1: First, let us look at the sum of those
summands in R that contain three F ’s. Together with (U-4) we get

q3FiFiFi+1 − [2]FiFi+1Fi + q−3Fi+1FiFi = 0.

Piece 2: The sum of the summands in R that contain three E’s is (up to the
common q3ǫ+3 factor and calculated for i + 1 instead)

q3EiK−αi
EiK−αi

Ei+1K−αi+1 − [2]EiK−αi
Ei+1K−αi+1EiK−αi

+ q−3Ei+1K−αi+1EiK−αi
EiK−αi

=(q3EiEiEi+1 − [2]EiEi+1Ei + q−3Ei+1EiEi)K−2αi−αi+1

(U-5)
= 0.

Piece 3: Next we have those terms that contain two F ’s. We split this case into
three subcases, whether we have two Fi or Fi+1 before Fi or Fi+1 after Fi.
In case of two Fi, we get (ignoring the common factor qǫ−1)

(q3FiFiEiK−αi
− [2]FiEiK−αi

Fi + q−3EiK−αi
FiFi)

= (q3FiFiEiK−αi
− (q3 + q)FiEiFiK−αi

+ qEiFiFiK−αi
)

= (q3Fi[Fi, Ei]K−αi
+ q[Ei, Fi]FiK−αi

) + q[2]Fi

= (
−q3

q − q−1
Fi(Kαi

− K−αi
)K−αi

+
q

q − q−1
(Kαi

− K−αi
)FiK−αi

)

= (
−q3

q − q−1
Fi(1 − K−2αi

) +
q−1

q − q−1
Fi +

q3

q − q−1
FiK−2αi

) = −q[2]Fi =: (∗).

Next assume Fi+1 appears before a unique Fi. Ignoring a factor qǫ−1 we get

− [2]Ei−1K−αi−1Fi+1Fi + q−3Fi+1Ei−1K−αi−1Fi + q−3Fi+1FiEi−1K−αi−1

= − (1 + q−2)Ei−1Fi+1FiK−αi−1 + q−4−βi−1,i+1Ei−1Fi+1FiK−αi−1

+ q−3−βi−1,i+1−βi−1,iEi−1Fi+1FiK−αi−1 = 0.



THE ǫLECTRICAL HOPF ALGEBRA AND CATEGORIFIED FOCK SPACE 45

The remaining case for two F ’s is when Fi+1 appears after a unique Fi. Then,

q3Ei−1K−αi−1FiFi+1 + q3FiEi−1K−αi−1Fi+1 − [2]FiFi+1Ei−1K−αi−1

= q2Ei−1FiFi+1K−αi−1 + q3−βi−1,iEi−1FiFi+1K−αi−1

− [2]q−βi−1,i−βi−1,i+1Ei−1FiFi+1K−αi−1 = 0.

Piece 5: Now it remains to look at the case, where we have only one F . Similar to
before, we split this case into three subcases. Namely, we look at the cases where
two Ei−1 appear, Ei appears before Ei−1 respectively Ei appears after Ei−1.
If we have two Ei−1, we get (we calculate again for i + 1)

q3EiK−αi
EiK−αi

Fi+2 − [2]EiK−αi
Fi+2EiK−αi

+ q−3Fi+2EiK−αi
EiK−αi

= (q3+2βi,i+2 Fi+2EiK−αi
Ei − [2]qβi,i+2Fi+2EiK−αi

Ei + q−3Fi+2EiK−αi
Ei)K−αi

(U-5)
= 0.

The next case is when Ei appears before Ei−1. We calculate in Uq the following

− [2]FiEiK−αi
Ei−1K−αi−1 + q−3EiK−αi

FiEi−1K−αi−1 + q−3EiK−αi
Ei−1K−αi−1 Fi

= − [2](FiEiK−αi
Ei−1 + q−1EiFiK−αi

Ei−1 + q−2+βi−1,i EiFiK−αi
Ei−1)K−αi−1

(13)
= [2] ([Ei, Fi]K−αi

Ei−1) K−αi−1 = [2]

(
1 − K−2αi

q − q−1
Ei−1

)

K−αi−1

=
q + q−1

q − q−1
Ei−1K−αi−1 −

q + q3

q − q−1
Ei−1K−2αi−αi−1 =: (∗∗).

Finally, we look at the case where Ei appears after Ei−1. Then,

q3FiEi−1K−αi−1 EiK−αi
+ q3Ei−1K−αi−1FiEiK−αi

− [2]Ei−1K−αi−1EiK−αi
Fi

=
(
q4−βi−1,i Ei−1K−αi−1 FiEi + q3Ei−1K−αi−1 FiEi − (q + q3)Ei−1K−αi−1 EiFi

)
K−αi

= − (q + q3)Ei−1K−αi−1 [Ei, Fi]K−αi
= −

q + q3

q − q−1
Ei−1K−αi−1 (1 − K−2αi

) =: (∗ ∗ ∗).

Adding up the nonzero intermediate results (which only appear in Pieces 3-4) and
recalling the qx scaling factors, we find that j maps q3E2

i Ej − [2]EiEjEi + q−3EjE2
i to

(∗) + (∗∗) + (∗ ∗ ∗) = −qǫ[2]Fi + q2ǫ−2 q−1 − q3

q − q−1
Ei−1K−αi−1

= − qǫ[2]Fi − q2ǫ−1[2]Ei−1K−αi−1 = −qǫ[2](Fi + qǫ−1Ei−1K−αi−1) = j(−qǫ[2]Ei).

Thus, (ǫl-2) is satisfied. A similar calculation shows the compatibility with (ǫl-3).
This proves that j : elǫq → Uq is well-defined, It remains to show injectivity. By
definition of the map, the image of a word in the generators Ei of elǫq has a unique
summand that contains only Fi’s (and it is moreover the same word in these Fi’s).
Now the statement follows from Lemma 2.7, since the algebra elǫq is filtered with
associated graded isomorphic to the subalgebra of Uq generated by the Fis. ®

A.4. Proof of Proposition 2.35.

Proof. We show the first statement and the most complicated braid relations in
the general mixed cases as claimed in Remark 2.37. The remaining cases are then
straight-forward adaptions of the easy checks. We start by showing that H is
Uq-linear.
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It clearly commutes with Kλ, so we consider Ei and Fi. The computation for Ei is
very similar to the one for Fi, so we only treat the Fi. Recall that vjFi = δijvi+1.
Let ηi := βi if ⊙ = ⊙1 and ηi := β′

i−1 if ⊙ = ⊙2. Then

vi ⊙ vj δiavi+1 ⊙ vjKηi
+ δjavi ⊙ vj+1

δiaai+1,jvjKηi
⊙ vi+1

+δiaδi+1<j(q−1 − q)vi+1 ⊙ vjKηi

+δjaai,j+1vj+1 ⊙ vi + δjaδi<j+1(q−1 − q)vi ⊙ vj+1

aijvj ⊙ vi+
δi<j(q−1 − q)vi ⊙ vj

δiaaijvj ⊙ vi+1 + δiaδi<j(q−1 − q)vi+1 ⊙ vjKηi

+ δjaaijvj+1 ⊙ viKηj
+ δjaδi<j(q−1 − q)vi ⊙ vj+1

Fa

H

H

Fa

With the abbreviation cji := 〈ηi, ej〉, we therefore have to show the following

(47)

ai+1,jcji = aij for j /∈ {i, i + 1},

ai+1,jcji = aij + (q−1 − q)cji for j = i + 1,

ai+1,jcji + q−1 − q = aij for j = i,

ai,j+1 = aijcij for any i, j.

The following table shows all the different possibilities for i and j.

parity of i − l parity of j − l ai+1,j cji aij cij ai,j+1

j > i + 1

even even q−3 q4 q 1 q

even odd q 1 q 1 q

odd even q q−4 q−3 q4 q

odd odd q 1 q q−4 q−3

j < i

even even q−1 1 q−1 q4 q3

even odd q−1 q4 q3 q−4 q−1

odd even q−1 1 q−1 1 q−1

odd odd q3 q−4 q−1 1 q−1

j = i
even even q−1 q2 q−1 q2 q

odd odd q3 q−2 q−1 q−2 q−3

j = i + 1
even odd q−1 1 q 1 q

odd even q−1 q−4 q−3 q4 q

Now it is easy to see that (47) is satisfied. This shows that H is Uq-linear.
Next we show that H satisfies the Hecke relations.
We begin by computing H2(vi ⊙ vj). In case i 6= j we have

H2(vi ⊙ vj) = H(aijvj ⊙ vi + δi<j(q−1 − q)vi ⊙ vj)

= aijajivi ⊙ vj + aijδj<i(q
−1 − q)vj ⊙ vi

+ δi<j(q−1 − q)aijvj ⊙ vi + δi<j(q−1 − q)2vi ⊙ vj
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= aijajivi ⊙ vj + (q−1 − q)(aijvj ⊙ vi + δi<j(q−1 − q)vi ⊙ vj)

= vi ⊙ vj + (q−1 − q)H(vi ⊙ vj).

In case i = j, we have

H2(vi ⊙ vi) = H(aiivi ⊙ vi) = q−2vi ⊙ vi = vi ⊙ vi + (q−1 − q)H(vi ⊙ vi),

and thus the first Hecke relation is satisfied. The second Hecke relation is obvious.
It thus remains to show the braid relations for V ⊙ V ⊙ V , where each of the ⊙
can be chosen from {⊙1, ⊙2}. So let V ⊙l V ⊙r V with l, r ∈ {1, 2}. To simplify
notation abbreviate vijk := vi ⊙vj ⊙vk. We will also write al

ij and ar
ij to emphasize

the dependence on l and r in the definition. We compute

H1H2H1(vijk) = H1H2(al
ijvjik + δi<j(q−1 − q)vijk)

= H1(al
ijar

ikvjki + δi<kal
ij(q−1 − q)vjik + δi<j(q−1 − q)ar

jkvikj + δi<j<k(q−1 − q)2vijk)

= al
ijar

ikal
jkvkji

︸ ︷︷ ︸

1

+ δj<k(q−1 − q)al
ijar

ikvjki
︸ ︷︷ ︸

2

+ δi<kal
jia

l
ij(q−1 − q)vijk

︸ ︷︷ ︸

3

+ δj<i<kal
ij(q−1 − q)2vjik

︸ ︷︷ ︸

4

+ δi<j(q−1 − q)ar
jkal

ikvkij
︸ ︷︷ ︸

5

+ δk>i<j(q−1 − q)2ar
jkvikj

︸ ︷︷ ︸

6

+ δi<j<kal
ij(q−1 − q)2vjik

︸ ︷︷ ︸

4

+ δi<j<k(q−1 − q)3vijk
︸ ︷︷ ︸

7

,

which we need to compare withH2H1H2(vijk) = H2H1(ar
jkvikj + δj<k(q−1 − q)vijk)

= H2(ar
ikal

jkvkij + δi<kar
jk(q−1 − q)vikj + δj<k(q−1 − q)al

ijvjik + δi<j<k(q−1 − q)2vijk)

= ar
ijal

ikar
jkvkji

︸ ︷︷ ︸

1

+ δi<j(q−1 − q)al
ikar

jkvkij
︸ ︷︷ ︸

5

+ δi<kar
jkar

kj(q−1 − q)vijk
︸ ︷︷ ︸

3

+ δi<k<jar
jk(q−1 − q)2vikj

︸ ︷︷ ︸

6

+ δj<k(q−1 − q)ar
ijar

ikvjki
︸ ︷︷ ︸

2

+ δj<k>i(q
−1 − q)2al

ijvjik
︸ ︷︷ ︸

4

+ δi<j<kar
jk(q−1 − q)2vikj

︸ ︷︷ ︸

6

+ δi<j<k(q−1 − q)3vijk
︸ ︷︷ ︸

7

.

The parts 2 , 5 , 7 agree in the two expressions. Let us consider now 3 , 4 , 6 .
If i = j = k, then the terms for 3 , 4 , 6 match since al

tt = q−1 = ar
tt for any t.

Next assume i, j, k are pairwise distinct. Then the parts 3 agree if al
jia

l
ij = ar

jkar
kj

which holds by (15). The parts 4 agree if δj<i<kal
ij + δi<j<kal

ij = δj<k>ia
l
ij which

obviously holds. Similarly, for 6 . Assume now i = j 6= k. Then the respective
sums 3 + 4 + 6 are δi<kal

iia
l
ii(q

−1 − q)viik and (δi<kar
ikar

ki + δj<k>ia
l
ii)(q

−1 − q)2viik.
They agree, since al

iia
l
ii = q−2 = 1 + q−1(q−1 − q) = ar

ikar
ki + al

ii(q
−1 − q) by (15).

Assume next i 6= j = k. Then the sums are δi<kal
jia

l
ij(q−1 −q)+δk>i<j(q−1 −q)2ar

jj

and δk>i<j(q−1 − q)2ar
jj . They agree, since al

jia
l
ij = 1 + q−2 = q−1(q−1 − q) by

(15).
Assume finally i = k 6= j. Then both sums 3 + 4 + 6 vanish.
It remains to compare the two parts labelled 1 .

If i = j = k then they agree since al
tt = q−1 = ar

tt for any t. If i = j 6= k then we ask
if ar

ikal
ik = al

ikar
ik which is obviously true. If i = k 6= j then we ask if al

ijal
ji = ar

ijar
ji

which holds by (15). If j = k 6= i then we ask if al
ijar

ji = ar
ijaj

il which is clearly
true.
Therefore, the 1 -parts agree if at least two of i, j, and k are equal, and it remains
to consider 1 in the case where i, j, k are distinct and r 6= l. Using (15) we can
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parity of i − l parity of j − l parity of k − l al
ijar

ikal
jk ar

ijal
ikar

jk

even

even
even q3 q3

odd q−1 q−1

odd
even q−1 q−1

odd q−1 q−1

odd

even
even q−1 q−1

odd q−1 q−1

odd
even q−1 q−1

odd q3 q3

Figure 1. Comparision of values

reduce to the case i < j < k. We compute the values depending on whether i − l,
j − l and k − l are even or odd in appendix A.4. Note that r has the opposite parity
of l since r 6= l. We see that the 1 -parts agree as well. This finishes the proof. ®

Appendix B. Proof of Proposition 6.17

Lemma B.1. B0 and B1 are mutually inverse.

Proof. We compute

B1B0 =

















−

i j i

i j i

+

i j i

i j i

−

i j i

i j i

−

i j i

i j i

+

i j i

i j i

i j i

i j i

−

i j i

i j i

i j i

i j i

−

i j i

i j i

−

i j i

i j i

















(20)
=














−

i j i

i j i

+

i j i

i j i

−

i j i

i j i

0

0 −

i j i

i j i

+

i j i

i j i

−

i j i

i j i














=














i j i

i j i

0

0

i j i

i j i













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where we used (sR-7) for the last equality. On the other hand we compute

B0B1 =
































−

i i j

i i j

+

i i j

i i j

i i j

j i i

−

i i j

j i i

−

i i j

i

−

i i j

i

−

j i i

i i j

+

j i i

i i j

j i i

j i i

−

j i i

j i i

−

j i i

i

−

j i i

i

−

i

i i j

i

j i i

−

i

i

0

i

i i j

−

i

j i i

0 −

i

i
































(
(sR-6) (sR-7) (sR-3) (sR-3)
(sR-7) (sR-6) (sR-5) (sR-5)
(sR-5) (sR-3) (sR-4) 0
(sR-5) (sR-3) 0 (sR-4)

)

=
































i i j

i i j

−

i i j

i i j

i i j

j i i

−

i i j

j i i

−

i i j

i

−

i i j

i

−

j i i

i i j

+

j i i

i i j

−

j i i

j i i

+

j i i

j i i

0 0

0

i

j i i

i

i

0

0

i

j i i

0

i

i
































Applying now (sR-2), (sR-6) and (20), one obtains the identity matrix. ®
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